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ABSTRACT 

Noise reduction in speech applications has a significant 

amount of research for several decades. The ultimate goal of 

the speech signal processing research is to develop systems 

which can perform well in noisy environments. The main 

objective of this research work is to obtain a clean speech 

signal of higher quality by applying the optimal noise 

cancellation technique. In recent years, the real-time adaptive 

filtering algorithms are considered to be an essential technique 

for noise cancellation. In this paper, the most popular adaptive 

filtering algorithms namely Least Mean Square (LMS), 

Normalized Least Mean Squares (NLMS) and Recursive 

Least Squares (RLS) algorithms are analyzed and 

implemented for Tamil speech enhancement. Based on the 

experimental results, it can be observed that the performance 

of the adaptive filters is better than using conventional 

methods designed for speech enhancement. The performances 

of these algorithms are evaluated based on the metrics namely 

PSNR, MSE, SNR and SNR Loss.  Based on the performance 

evaluation, the RLS algorithm was found to be a better 

optimal noise cancellation technique for Tamil speech signals. 
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1. INTRODUCTION 
 

Signal carries of both useful and unwanted information and 

therefore extracting the valuable information from a mixture 

of conflicting information is highly needed in any signal 

processing application. Signal is normally polluted by 

different kind of noise and therefore extracting the reliable 

information from the corrupted signal is always important in 

any signal processing application. The presence of noise in 

signal generally affects its nature and introduces loss in 

information and also degrades the performance of the speech 

recognition system. Hence, the signal has to be cleaned up 

with noise cancellation technique before it is stored, analyzed, 

transmitted, or processed [1] [2]. The foremost task in any 

signal processing application is to offer the optimal input 

signal for the system. In recent years, with the wide 

development of Digital Signal Processing (DSP) tools,  

 

 

 

adaptive filtering techniques have become standard solutions 

for this issue [3]. The main aim of this research work is to 

study and implement various adaptive filtering algorithms for 

Tamil speech enhancement. The well known and popular kind 

of adaptive filters namely LMS, NLMS and RLS algorithms 

are implemented and their performances are analyzed both 

subjectively and objectively to find out the optimal technique 

for Tamil speech enhancement. 
 

The paper is organized as follows. Section 2 presents the need 

for speech enhancement, section 3 explains the concept of 

adaptive filtering and the adopted algorithms for this research 

work, section 4 investigates the experimental results and 

section 5 deals with the performance evaluation of the above 

work. Finally, the conclusion is summarized in section 6. 
 

2. NEED FOR SPEECH ENHANCEMENT 
 

Speech enhancement is one of the most important topics in 

speech signal processing to improve the performance of the 

systems in noisy conditions. Speech enhancement is employed 

in many applications like front-ends for speech recognition 

systems, enhancement of signals in telecommunications, 

military, teleconferencing, and cellular environments etc [4]. 

Noise and distortion are the main limiting factors in 

communication systems. Therefore, the modeling and removal 

of the effects of noise and distortion have been at the core of 

the theory and practice of communications and signal 

processing [3] [7]. Several techniques have been proposed for 

this purpose namely spectral subtraction, extended and 

iterative wiener filtering, adaptive filtering, kalman filtering, 

fuzzy algorithms, HMM-based algorithms, signal subspace 

approach and kernel based approaches etc. The performances 

of these techniques depend on the quality and intelligibility of 

the processed speech signal. The improvement of the speech 

signal-to noise ratio is the target of most of the techniques. 

The following figure 1 shows the basic idea of speech 

enhancement. 
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Figure 1: Basic idea of speech enhancement 

 

3. SPEECH ENHANCEMENT USING 

ADAPTIVE FILTERS 
 

Speech noise cancellation techniques are broadly divided into 

two types namely adaptive and non-adaptive.  In general, 

adaptive filter techniques are superior to non-adaptive filters. 

Non-adaptive filters cannot process time-varying non 

stationary signals and they require a priori knowledge of the 

statistics of the signal to be processed. In case of adaptive 

filters, it does not require a priori knowledge of signal or noise 

characteristics. Such a filter with adjustable parameters is 

called adaptive filter.  They are also called self learning filters 

which make the system to perform adequately in an 

environment where the relevant information is not presented 

[9].   

 

Adaptive filters are classified into two main groups namely 

linear and non linear. In Linear adaptive filters, the 

computation is done by estimating the desired response with 

the combination of the available set of observables applied to 

the input of the filter. Otherwise, the adaptive filter is said to 

be nonlinear [9]. Adaptive filters are effectively used in a 

range of applications like channel equalization, system 

identification, predictive deconvolution, spectral analysis, 

signal detection, noise cancellation, and beam forming etc. 

One of the most common practical applications of adaptive 

filters is noise cancellation.  
 

In adaptive noise cancellation algorithm, the corrupted signal 

is processed through a filter in order to suppress the noise 

without losing the speech content. The following figure 2 

shows the architecture of adaptive filtering technique applied 

for speech noise cancellation [8]. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

Figure 2: Architecture of Adaptive filtering for speech 

noise cancellation 

 

As shown in Figure 2, an adaptive filter is a digital filter with 

coefficients that are determined and updated by an adaptive 

algorithm. Therefore, the adaptive algorithm behaves like a 

human operator that has the ability to adapt in a changing 

environment.  A typical performance criterion is based on an 

error signal, which is the difference between the filter output 

signal and a given reference (or desired) signal. Based on the 

metrics of the adaptive filters, the three widely used 

algorithms are applied to the noisy signals for enhancement 

and they are explained below. 

3.1 Least Mean Square (LMS) algorithm 

The LMS is the first and mainly used algorithm in adaptive 

filtering developed by Widrow and Hoff. The LMS algorithm 

has established itself as the workhorse of adaptive signal 

processing for three primary reasons:  

 Ease of implementation 

 Computational efficiency with adjustable 

parameters 

 Robust performance 

It is a gradient descent algorithm and it adjusts the adaptive 

filter taps modifying them by an amount proportional to the 

instantaneous estimate of the gradient of the error surface 

[10]. The steps involved in the standard LMS algorithm are 

given below [11]: 

1. Calculates the output signal y(n) from the adaptive filter. 

2. Calculates the error signal e(n) by using the following 

equation (1) 

                     ( ) ( ) ( )e n d n y n       ------- (1) 

3. Updates the filter coefficients by using the following 

equation (2) 

   
)().(.)()1( nunenn



 
-------(2) 

Where μ is the step size of the adaptive filter, ẁ (n) is the 

filter coefficients vector, and is the filter input vector [6]. 

LMS algorithms adjust the filter coefficients to minimize the 

cost function. They do not involve any matrix operations and 

therefore it requires fewer computational resources and 

memory [12]. 

 

3.2 Normalized Least Mean Square 

(NLMS) algorithm 

The normalized LMS (NLMS) algorithm is a modified form 

of the standard LMS algorithm. The NLMS algorithm updates 

the coefficients of an adaptive filter by using the following 

equation (3)  

Optimal 

Speech 

Enhancement 

Technique 

Enhanced  

Speech 

Signal  

 

Signal 

source 

s + n         + 

                       

Adaptive noise canceller 

Reference 

i/p     

Noise  

Source Error, ε 

Adaptive 

Filter 

n0 

Primary i/p 

Filter  

o/p 
 

 

O/p signal     ŝ 

 



International Journal of Computer Applications (0975 – 8887) 

Volume 41– No.17, March 2012 

25 

2

)(

)(
).(.)()1(

nu

nu
nenn





  ------ (3) 

            Where 

2

)(/)( nun


  -------- (4) 

The NLMS algorithm works same as the standard LMS 

algorithm except that it uses time-varying step size μ (n). The 

advantage of this varying step size will improve the 

convergence rate but the strength of the signal is still 

maintained. In contrast to LMS algorithm, the error signal is 

comparatively smaller in NLMS [11]. Also it is observed that 

the convergence rate of the NLMS algorithm is greater than 

that of the standard LMS algorithm because of multiplication 

operations. 

3.3 Recursive Least Squares (RLS) 

algorithm 

The RLS filter is a recursive implementation of the Wiener 

filter which is used to find the difference between the desired 

and actual signal. RLS algorithm has the potential to 

automatically adjust the coefficients of a filter, even though 

the statistics measures of the input signals are not presented. 

This algorithm performs at each instant an exact minimization 

of the sum of the squares of the desired signal estimation 

errors [6]. Since it utilizes all the information contained in the 

input data, the estimation is updated recursively when the 

arrival of new sample. The design of RLS algorithm is given 

in Figure 3. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3: Design of RLS algorithm 

 

The steps involved in RLS algorithm are given bellow. 

 

 

 

Steps in RLS algorithm 

 

Compared to the LMS algorithm, the RLS approach offers 

faster convergence and smaller error with respect to the 

unknown system, at the expense of requiring more 

computations. 

4. EXPERIMENTAL RESULTS 

LMS and NLMS algorithms have a step size that determines 

the amount of correction applied as the filter adapts from one 

iteration to the next. Choosing the appropriate step size plays 

a major role in adaptive filter design. 

 A step size that is too small increases the time for 

the filter to converge on a set of coefficients. This 

becomes an issue of speed and accuracy. 

 A step size that is too large may cause the adapting 

filter to diverge, never reaching convergence. In this 

case the resulting filter might not be stable. 

Based on the above criteria, it was found from the 

experiments that the results highly depend on the step size 

value. Various step values are tested with the different 

datasets and it is clear from the experiments that the smaller 

step sizes improve the accuracy of the convergence of the 

filter to match the characteristics of the unknown to adapt. It 

is also observed that a larger step size gives a faster response, 

but if it is too large, then the result is not satisfactory [10]. In 

this paper, 0.2 was found to be the optimal step size for the 

LMS. 

For experiments, the separate noise corpus from NOIZEUS 

were collected and added to the continuous Tamil Speech 

signals. The performances of these algorithms are investigated 

for speech enhancement in different noise conditions. Totally 

15 datasets were generated for this research work. Three types 

of noises were implemented namely white noise, pink noise 

and babble noise at 5, 10,-5 and -10 dB SNR. The following 

figure 4 shows the speech signal noise cancellation for white 

noise at 10dB using LMS, NLMS and RLS algorithms 

respectively. 
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Figure 4: Results of noise cancellation for white noise at 

10dB SNR using LMS, NLMS and RLS algorithms 
 

5. PERFORMANCE EVALUATION 

The primary objective of the adaptive filter is to minimize the 

error signal e(k). The success of this minimization will clearly 

depend on the nature of the input signals and the adaptive 

algorithm used. The quality of speech signals is a subjective 

measure which reflects the way the signal is perceived by 

listeners. At 0 dB the two signals are of equal strength and 

negative values are associated with loss of intelligibility due 

to masking whereas positive values are usually associated 

with better intelligibility. All the three algorithms obtained a 

positive and higher SNR values. The performances of these 

algorithms are measured based on the metrics namely PSNR, 

MSE, SNR and SNR Loss which are explained below.   

5.1 Mean Squared Error (MSE) 

The Mean Squared Error (MSE) of an estimator is used to 

quantify the difference between values implied and the true 

values being estimated. It is calculated using the formula  

i iy y

MSE
n p

 
  
 




    ----------- (5) 

5.2 Peak Signal to Noise Ratio (PSNR) 

The Peak Signal-to-Noise Ratio (PSNR) is the ratio between a 

signal's maximum power and the power of the signal's noise. 

It is calculated by the formula (6) 

2

1010log
R

PSNR
MSE

 
  

 
     ------------ (6) 

5.3 Signal-to-Noise Ratio (SNR) 

SNR is defined as the ratio of power between the signal and 

the unwanted noise. One of the most important goals of any 

speech enhancement technique is to achieve the highest 

possible SNR. The higher the ratio the better the performance 

in noise cancellation or reduction. SNR is calculated using the 

formula (7)  

                     
noise

signal

n

n

N

S
 ------------- (7) 

Where signaln the original is signal and noisen   is the noisy 

signal. 

5.4 SNR loss: 

SNR loss is the increased signal-to-noise ratio required by an 

individual to understand speech in noise, as compared to 

normal performance. It is a new objective measure for 

predicting the intelligibility of noise-suppressed speech [5]. It 

provides an efficient way to determine the ability of a person 

to hear speech in background noise. The following table 1 

illustrates the range of SNR Loss score and its remarks. 

Table 1. Range of SNR Loss Score and its Remarks 

SNR 

loss 

Degree of 

SNR loss 

Expected improvement with 

directional microphones 

0-3 dB Normal/near 

normal 

May hear better than normal 

hear in noise 

3-7 dB Mild SNR loss May hear almost as well as 

normal hear in noise 

7-15 

dB 

Moderate SNR 

loss 

Moderate SNR loss 

Directional microphones help. 

Consider array microphones 
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>15 dB Severe SNR 

loss 

Maximum SNR improvement 

is needed. Consider FM 

system 

 

The following figures 5, 6, 7 and 8 shows the average 

performance evaluation for the 15 datasets using LMS, NLMS 

and RLS algorithms for 10dB white noise based on MSE, 

PSNR, SNR and SNR loss respectively. 

 

Figure 5: Performance Evaluation of LMS, NMLS and 

RLS based on MSE 

 

Figure 6: Performance Evaluation of LMS, NMLS and 

RLS based on PSNR  

 

Figure 7: Performance Evaluation of LMS, NMLS and 

RLS based on SNR 

 

Figure 8: Performance Evaluation of LMS, NMLS and 

RLS based on SNR Loss 

It is clear from the above figures that the RLS algorithm 

offers least MSE and SNR loss values and it also achieves the 

highest SNR and PSNR values for all types of noise at 

different SNR level. All the above algorithms obtained the 

SNR loss score of the range between 0-3 dB generally and     

0-1dB for this particular experiment. The following table 2 

shows the comparison of the adopted algorithms based on the 

average value of the 15 datasets. 
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Table 2. Comparison of LMS, NLMS and RLS algorithms for White Noise, Pink Noise and Babble Noise                              

based on MSE, PSNR, SNR and SNR Loss Values 

 

6. CONCLUSION 
 

The performance of speech communication system is 

degraded when the input signal contains a significant level of 

noise. As a result, speech quality, speech intelligibility, or 

recognition rate requirements cannot be met. Improvements 

are obtained when the speech processing system is combined 

with a speech enhancement preprocessor. In this paper, the 

three widely used adaptive filters such as LMS, NLMS and 

RLS algorithms have accomplished for Tamil speech noise 

cancellation. Among these, LMS algorithm is a very simple 

and effective method to implement though it is a slower one.  

Even though, with increased step size, the rate of convergence 

obtained in NLMS is not up to the satisfactory level. The 

experimental results show that the RLS algorithm makes the 

converging speed and also provides better noise reduction and 

improved speech quality and intelligibility when compared to 

the other algorithms. As a result, with these appropriate 

settings of the adaptive filter parameters, this optimal signal 

can be employed for the speech recognition system as a front 

end. 
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