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ABSTRACT 

Content Based Image Retrieval (CBIR) is an emerging area of 

engineering application focusing on algorithms and methods 

to extract image features from a query image and retrieve 

similar images from large archives. It has found extensive 

application in medical imaging for both retrieval and 

automatic archiving. In this paper it is proposed to extract 

features using wavelet based multiresolution analysis and 

measure  the   classification  accuracy   of Naïve   Bayes and 

K Nearest Neighbor  ( K-NN) algorithm. 
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1. INTRODUCTION 
Ever increasing amount of digitals medical images for 

diagnosis and treatment purposes, require efficient tools to 

effectively manage and utilize the information. Medical 

professionals need to retrieve medical images from the 

database for diagnosis, research, and teaching purposes. 

Retrieving on the basis of key words is not feasible as 

annotating huge amount of medical images is time-consuming 

and costly [1]. Content based image retrieval (CBIR) is 

adopted; this is an automatic system wherein images from a 

database are retrieved on the basis on image queries. Image 

retrieval based on image content similarity is more 

meaningful and reliable than text-based similarity. In CBIR, 

given an unknown query image, similar images with a known 

diagnosis are retrieved from the database, thus leading to 

more accurate diagnosis [2]. The features from the images are 

automatically extracted, classified and stored in the database; 

on query, feature from the query image is extracted and 

matched against those in the database. Matched images are 

retrieved by the CBIR system. A number of studies are 

available in literature [3-6] on medical image retrieval using 

CBIR. 

The accuracy of a CBIR system depends on various factors 

like extraction of appropriate features from the image, 

classification of the image. The features extracted from an 

image are represented in the form of vectors. The retrieval 

accuracy, computational complexity, retrieval time depend on 

the dimension of the feature vector [7]. Higher the dimension 

of feature vectors, better the retrieval accuracy but the 

memory for storage, retrieval time and computational 

complexity increases. Thus is it important to find balance 

between the dimension of feature vectors and the accuracy 

with satisfactory storage and computational requirements. The 

database may contain images of similar kind but win different 

resolution, thus feature extraction cannot be efficiently done 

using the initial image resolution. This leads to deterioration 

of retrieval accuracy. To cope with this problem, 

multiresolution in wavelet transform domain is used. In 

multiresolution, the transforms decompose a signal into coarse 

space and many detail space called sub bands and are 

implemented by filter banks, through filtering and sampling 

[8]. Multiresolution analyses are used for image detection [9], 

texture analysis and classification [10] and image retrieval 

[11].  

In most multiresolution analyses, pyramidal schemes are 

implemented. Gaussian and Laplacian filters are used to 

extract features. The Gaussian filter smoothens the images, 

thus reducing noise in the image and allows for simple 

processing. The space scale representation and pyramidal 

representation are the two different techniques used in 

Gaussian multiresolution. 

In this paper it is proposed to extract the feature vectors using 

multiresolution Haar transforms[12]. The extracted features 

are classified using Naïve Bayes and k-Nearest-neighbor. This 

paper is organized into the following sections; section II 

contains related works in image retrieval using 

multiresolution analyses. Section III briefly introduces the 

proposed methodology and discusses the Haar transform, 

Naïve Bayes and k-Nearest neighbor. Section IV gives details 

about the experimental setup and section V devotes on results 

obtained. 

2. LITERATURE REVIEW 
Traina et al., [13] presented a MultiWaveMed system, for 

indexing and extracting medical images through comparison 

of texture features. The proposed system implemented both 

Daubechies and Gabor wavelets to extract feature. The 

features thus extracted were organized in feature vectors. 

Based on the feature vectors, the images were organized 

through access methods, which perform query-by-content 

operations over images. Euclidean metric function and 

normalized Euclidean function s were used to compare the 

images. Experiments were conducted using both color and 

texture features for image retrieval. Results obtained show 

that the time required for query answer was very short with 

high precision.  

Wang et al., [14] proposed a multiresolution region-based 

searching system for pathology image libraries. In the 

proposed method a region matching metric, Integrated Region 

Matching, was used to reduce the effect of inaccurate 

segmentation. The images are indexed and matched using 

wavelets and IRM. Database containing 70,000 image 

fragments was used for evaluating the system. Experimental 

results showed that the proposed system achieved about 90% 

precision when examining the best 50 matches for each query 

and also it took about one second of CPU time to retrieve 

images as per query. 
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Chun et al., [7] proposed a CBIR method based on 

multiresolution color and texture features. In the proposed 

method, color and texture are extracted using multi resolution 

wavelet domain and combined. Experimental results proved 

that the proposed method yields higher retrieval accuracy than 

conventional methods. The experiments also showed that the 

retrieval accuracy was high even with images of various 

resolutions.  

Contassot-Vivier et al., [15] investigated different types of 

multiresolution methodology. The two main complementary 

steps, the bottom-up and top-down strategies of the 

multiresolution was discussed. The differences between the 

signal treatment and the graph based method were 

highlighted. Comparison of different techniques like the 

Gaussian and Laplacian, space scale and pyramidal 

representation of the multiresolution was studied in detail. 

3. METHODOLOGY 

3.1 Haar Wavelet Transform 
Haar transforms was developed by Alfred Haar in 1909. Haar 

transforms are possibly the simplest wavelet basis consisting 

of square shaped functions []. It represents the functions in an 

ortho normal function basis as in Fourier analysis. The Haar 

transform, transforms signals from the space domain to a local 

frequency domain. A Haar wavelet decomposes an image 

using both low-pass filtering and high-pass filtering, working 

first on image columns and then on image rows. For a Haar 

wavelet, in general it is true that 
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The Haar wavelet is given in equation 3, 
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Haar Transforms decomposes signals into an average 

(approximation) component and a detail (fluctuation)  

component [anuj]. A signal with 2n
sample values, the first 

average sub signal  1

1 2 2, ,... Na a a a  for a signal length 

of N is given as follows: 
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And the first detail subsignal  1

1 2 2, ,...., Nd d d d  is given 

as: 
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The transform is applied to all rows of the matrix, the 

approximation parts of each row transform is arranged in the 

first n columns and the corresponding detail parts in the last n 

columns. The process is repeated till the resultant matrix is at 

first level. The resultant matrix has four piece with each piece 

of dimension (number of rows/2)X(number of columns/2) as 

shown in the matrix. And the each piece is termed A, H, V and 

D. A is the approximation area, H is the horizontal area, V is 

vertical area and D is diagonal area. 
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Haar transforms are memory efficient, fast and simple. It is 

reversible without the edge effects, thus they are widely used 

in wavelet analysis. 

3.2 Naïve Bayes Classifier 
Learning is simplified in Naïve Bayes classifier as the features 

are assumed to be independent of the class [rish]. Inspite of 

the independence assumption, the naïve Bayes classifier is 

effective in practice.  The Naive Bayes classification 

algorithm is a probabilistic classifier. It is based on the 

conditional probability stated as: 

 
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for data point a  and class D . Bayesian classifiers assign the 

unknown instance to the most likely class based on its feature 

vectors. Similarly the probability of a is estimated as follows: 

     / . /jP D a P D P a D         (8) 

Conditional probabilities of each object in the predicted class 

are estimated during training using the training data set. The 

main advantage of Naïve Bayes classifier is that the 

parameter‟s mean and variance obtained from a small set of 

training data is sufficient for classification. Naïve Bayes 
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provide good results and easy probabilistic interpretation of 

the results.  

3.3 K-Nearest Neighbor 
In k-nearest-neighbor the entire dataset is stored in the 

system‟s memory. When an unknown instance x is submitted 

for classification, the class is found either by finding the k 

instances in the dataset that are closest to x or the k instances 

vote to determine the class. The distance between the entities 

are calculated using various distance functions or formulas. 

The most common method of measuring distance is 

Euclidean. Euclidean squared, city-block, Hamming, 

Chebyshev are some distance measuring methods used in k-

nearest-neighbor. 

The Euclidean distance is calculated as: 

   
2

,D x p x p          (9) 

where x is the unknown instance and p is an example in the 

dataset. 

4. RESULT AND DISCUSSION 
In this experiment 97 images consisting of three class labels 

(44,39 and 14 respectively) were used for analyzing the 

proposed method. Multi resolution analysis using Haar 

wavelet was used for feature extraction. The original images 

and the decomposed images are shown in Figure 1 and 2 

respectively. 

 

 

 

 

 

 

Figure 1: Sample images used in this work 

 
 

 

 

 

 

Figure 2: Obtained coefficients using multi resolution analysis 

 

Using tenfold cross validation, the obtained coefficients were 

classified using Naïve Bayes and K Nearest Neighbor. The  

 

Classification accuracy obtained in shown in figure 3.  The 

misclassification by the classifiers is shown in Table 1. 

 

 

 

 

Figure 3: Classification accuracy and Root relative squared error 
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Table 1: Misclassification By Naïve Bayes And K Nearest Neighbor 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

5. CONCLUSION 
In this paper it was proposed to extract feature using 

multiresolution analysis using Haar Wavelet. Features 

extracted in this process was tested using Naïve Bayes and K 

Nearest Neighbor classifier. The classification accuracy from 

both the methods used was above 90%.  It was observed from 

the experimental results that larger number of images for 

training produced least classification errors. The 

misclassification for image of type „a‟ with 44 samples did not 

produce any error, however image of type „c‟ with only 14 

samples contributed to 83.3% of the errors. 
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