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ABSTRACT 

Soft computing approach like swarm optimization can be used 

in the software development environment also for developing 

effective software. Software development and testing cost 

must be reduced and optimized so that companies can survive 

and sustain in the market. Object oriented analysis and design 

is used for developing complex real time software systems. In 

object oriented software methods, class plays very crucial role 

and all the systems responsibility and functional and non-

functional requirements are implemented through class. 

Assigning responsibility of the class with optimization is an 

issue which should be dealt carefully. An attempt is made to 

study Class Responsibility Assignment in the context of 

object oriented analysis and design. It is a crucial issue 

encountered in the software design phase in the software 

development life cycle. Class Responsibility Approach (CRA) 

depends on human judgment and decision making skills to a 

great extent. In this paper we have presented an algorithm 

using Particle Swarm Optimization to provide decision-

making support for class responsibility assignment, to re-

assign methods and attributes to classes in a class diagram. 

This will help the designers and developers of the object 

oriented software. 
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1. INTRODUCTION 
Software engineering is a systematic approach for developing 

high-quality software in a cost-effective manner [1,3]. The 

development of software consists of feasibility study, 

analysis, design, implementation, testing, installation and 

maintenance. This is called software development life cycle 

(SDLC), which deals with the software right from its 

inception to its retirement [2].  Real world objects are 

modeled through Object Oriented Analysis and Design which 

is the software engineering approach widely used these days 

[4]. It aims at design and analysis of objects in which the most 

crucial task is to assign responsibilities to the identified 

classes. Class Responsibility Assignment deals with assigning 

responsibilities to the classes identified from the problem 

statement and how they interact with each other. CRA is a 

difficult task and depends on the skill and experience of the 

designer, to a great extent. CRA is a crucial and challenging 

task these days. Hence various soft computing techniques like 

Genetic Algorithm [5] are used in order to provide better 

decision making support. Particle Swarm Optimization is a 

meta-heuristic technique widely used in the field of software 

engineering for optimizing several issues. It is inspired by 

swarm intelligence, like how flock of birds converges quickly 

and together, to the source of food .The following sections 

discusses the related works in this field, proposed strategy to 

apply PSO to optimize the solution, analysis of the proposed 

strategy, the results obtained on applying this on a case study.  

Then these results are compared with those obtained from 

existing methods. Finally future scope for this work is 

discussed.  

2. BACKGROUND 
Various soft computing techniques like multi-objective 

genetic algorithms [5] have already been used for solving the 

class responsibility assignment problem in object oriented 

analysis. Simulated annealing algorithm [8] has been used to 

automatically improve the structure of an existing inheritance 

hierarchy. Also using a GA Search Based Determination of 

Refactoring for Improving the Class Structure in OO Systems 

is done [9]. 

However, Particle Swarm Optimization is known to have 

some advantages over these techniques like less sensitivity to 

the nature of objective function, etc as discussed 

later[15,16,17]. So, PSO algorithm has been used to optimize 

the class responsibility. Moreover CRA problem and PSO are 

similar in many aspects. First of all, CRA must have a very 

large search space which is also the case with PSO. There is 

no known efficient and complete solution in CRA; PSO also 

provides a set of solutions instead of a unique final solution. 

Finally, both PSO and CRA require the formulation of a 

suitable fitness function. Most of the complex and big systems 

are developed using object oriented approach and classes 

design and their responsibilities must be fixed properly.  

3. PARTICLE SWARM PTIMIZATION 

(PSO) 
Particle swarm optimization (PSO) which is an optimization 

technique based on social behavior of bird flocking or fish 

schooling [6]. PSO has many similarities with evolutionary 

and intelligent computation techniques like Genetic 

Algorithms (GA). The system is initialized with a population 

of random solutions and searches for optima by updating 

generations. However, unlike GA, PSO has no evolution 

operators such as crossover and mutation [7]. In PSO, the 

potential solutions, called particles, fly through the problem 

space by following the current optimum particles.  
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Stability of the object oriented class level is studied by 

Bouktif and quality predictive modeling is proposed [18]. The 

predictive model takes  the form of a function that receives as 

input a set of structural metrics and an estimation of stress, 

and produces as output a binary estimation of the stability. 

Here, stress represents the estimated percentage of added 

methods in a class between two consecutive versions [23].  

3.1 Definitions and Concept of PSO 

Swarm - An initial population of particles is to be considered 

for applying PSO. This is called swarm. The selection of 

particles and population depends on the problem we are trying 

to optimize [11, 12, 13, 14].  

Particles- An individual entity in the population is called as a 

particle. 

Fitness Function – A fitness function is to be chosen 

according to the objective. Each particle will evaluate the 

fitness individually in each iteration. 

Local Best – The best solution attained by a particle in its life 

time is called as a local best. 

Global Best- The best of all local bests in the whole 

population is considered as the global best. 

Iterations- PSO is applied in various iterations, in each the 

position and velocity of the particle is updated. Local best and 

global best are also updated in each iteration. 

Optimal Solution – Finally the entire swarm will converge to 

a solution which will be optimal. 

3.2. The PSO algorithm  

Algorithm 

Input: Randomly initialize position and velocity of the 

particles 

Output: Position of the approximate global optima  

Begin  

While terminating condition is not reached do  

Begin  

For  i = 1 to number of particles 

Evaluate the fitness of each particle 

Update local best and global best 

Adapt velocity of the particle using equation 

     vij(t+1) = vij(t) + c1R1 (pij(t)-xij(t)) + c2R2 (pgj(t)-xij(t))  

Update the position of the particle using  equation 

       xij(t+1) = xij(t) + vij(t+1), 

increase i; 

end while  

vij and xij are vectors representing the velocity and position of 

the particle respectively. c1, c2 are constants representing 

cognitive and social parameters, respectively.  The 

combination of these two parameters determines the property 

of convergence of the algorithm. The portion of the 

adjustment to the velocity influenced by the local best is 

considered to be the cognitive component, and the portion 

influenced by the global is the Social component. 

R1, R2 are random numbers between 0 and 1. 

pij(t) is the local best, which is the best value attained by an 

individual particle till the time t 

pgj(t) is the global best, which is the best of all values 

obtained in the entire swarm till the  time t. 

In each iteration, the position and the velocity of the particle 

as well as the local best and global best are updated according 

to the above equations. 

After a few iterations all the particles will converge to an 

optimal solution. 

4. THE CLASS RESPONSIBILITY 

ASSIGNMENT  PROBLEM 

The class responsibility assignment (CRA) problem deals 

with the ambiguities in assigning responsibilities to various 

classes in a class diagram and their interactions with each 

other. CRA problem is encountered in the early stages of 

object oriented software design [4]. CRA is about deciding 

where the responsibilities (class operations as well as the 

attributes they manipulate), belong and how the objects 

should interact (by using those operations). 

The below example the Monopoly game model [3, 4] shows 

an illustration of the CRA problem ,Suppose two alternative 

CRAs for Monopoly: operation roll() is assigned to Player 

(Figure 1(a)) or Die (Figure 1(b)); note that roll() uses 

attributes MAX and face Value. Analyzing these alternative 

CRAs in the light of the general responsibility assignment 

software patterns (GRASP)[4], a collection of patterns to 

support object-oriented design.  

According to the Information Expert pattern, responsibility to 

a class that has the information (attribute) needed to fulfill it: 

operation roll() should therefore be in class Die (where MAX 

and face Value are located). According to the Low Coupling 

pattern, one should assign responsibilities so that coupling 

remains low: Figure (b) shows higher class coupling than 

Figure1 (a) since roll() in Player has to ask Die for attribute 

Values  (MAX and face Value).  

According to the High Cohesion pattern, one should assign 

responsibilities so that cohesion remains high:  

Figure1(b) shows lower cohesion than Figure1(a) since roll() 

is functionally related to MAX and face Value and therefore 

the three should be in the same class. 

 

Class: Player    

Cash: Integer 

Name: String 

   

Remove Cash( ) 

SetBoard( )  

Set Dice( )  

Get net worth( ) 

Add Cash ( )  

Get Location( )  

Set Location ( )  

Take Turn ( )  

   

 Class: Die  

 Max: Integer  

FaceValue: 

Integer 

 

 Roll()  

   

 

Figure 1(a). 
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Class: Player    

Cash: Integer 

Name: String 

   

Remove Cash( ) 

Set Board( )  

Set Dice( )  

Get net worth( ) 

Add Cash ( )  

Get Location( )  

Set Location ( )  

Take Turn ( )  

Roll ( ) 

   

 Class: Die  

 Max: Integer  

FaceValue: 

Integer 

 

   

   

 

 

Figure 1(b)  

5. PROPOSED STRATEGY 

This work has been carried out to provide a decision   making 

support for class responsibility assignment problem by 

considering various parameters like coupling, cohesion etc.  

To achieve this aim, Particle Swarm Optimization is applied 

on an objective function which considers various parameters 

which are explained in detail. 

MAC(c) - method-attribute coupling between class c and 

other classes – Total number of interactions between methods 

of one class (c) and the attributes of other classes in the same 

class diagram 

MMC(c) - method-method coupling between class c and 

other classes– Total number of interactions between methods 

of a class (c) and   methods of other classes in the same class 

diagram  

MGC(c) method-generalization coupling – This is applicable 

only in those class diagrams where generalization is applied.  

5.1 Cohesion Measures 

RCI(c) ratio of cohesive interactions of class 

 c : RCI(c) = |CI(c)| / |CImax(c)|.  

CImax(c)   is the maximum possible cohesive interactions in a 

class c. CI(c) is the number of existing cohesive interactions 

in a class c. 

TCC(c) tight class cohesion - is the pairs of methods, m1 and 

m2, of a class c∈C with common usage. 

5.2 General Measures  

DMA (m,a) direct method–attribute dependency between 

method m and attribute a. 

DMM (m1,m) direct method–method dependency between 

m1 and m2 . 

Considering the above parameters the below equation [3] was 

derived. 

F(C)= w1RCI(C)+W2TCC(C)- W3(MAC(C)/DMA(C)- 

W4(MMC(C)/ DMM(C))-W5((MGC(C)/ DMA(C)+DMM(C)) 

Formula 1 

According to the Figure 2, the input to the system will be 

class diagram and sequence diagrams.  It is assumed that the 

user is an experienced developer. The user can input the range 

of values of various parameters based on his experience. Since 

the interactions between various classes can be illustrated 

better using a sequence diagram, the system accepts that also 

along with the class diagram. But still, evaluating sequence 

diagrams and estimating values for various parameters is 

beyond the scope of this paper. 

 

Figure 2 Solution Model 

The solution model flowchart explains the strategy followed 

in the optimization process. The steps included are 

initialization of swarm, application of PSO algorithm and 

analysis of the obtained output [18,19, 24,25]   

The steps are explained below in detail: 

1. A search space of n particles is considered. Here particles 

are different versions of a class diagram with randomly 

assigned attributes, operations and associations. 

2. Each particle is represented as a function of various 

parameters of the objective function. The objective is to 

maximize the fitness function. 

3. These particles will move in search space to achieve global 

best according to PSO equations [7]: 

Velocity of the particle is updated by the equation: 

vij(t+1) = vij(t) + c1R1 (pij(t)-xij(t)) + c2R2 (pgj(t)-xij(t)) 

Position of the particle is updated by the equation:  

xij(t+1) = xij(t) + vij(t+1). 

According to these equations, the solution will move in the 

search space trying to reach the optimal value in each 

iteration. These equations are applied iteratively until particles 

converge to optimal solution.  In every iteration, each particle 

has its local best (best position achieved by that particle in its 

lifetime). Best position from all the local best is the global 

best and movement of particles is dependent on both local and 

global best. 

4. After a few iterations all the particles will converge to an 

optimal solution. Based on the values of all the parameters   in 
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the final set of solutions, optimized class diagrams are 

redrawn. 

5. As an output, an optimized class diagram can be chosen 

from the set of solutions obtained. 

6. ANALYSIS OF PROPOSED 

APPROACH 
Applying PSO helps in optimizing the class responsibility 

assignment. Other heuristic and soft computing approaches 

like Artificial Intelligence, Neural Networks, etc can also be 

used for this purpose but PSO was opted because it has certain 

advantages over these techniques, which can be stated as 

under. [15,16].  

1. PSO can be easily understood and implemented in 

comparison with other techniques for optimization. 

2. In PSO, sensitivity to the nature of objective 

function is less. 

3. It has limited number of parameters (inertia weight 

factor and two acceleration coefficients) in 

comparison with other optimization methods. 

4. Impact of parameters to the solutions is less when 

compared to other heuristic algorithms. 

5. It is less dependent on initial points in the search 

space. 

6. It gives high quality and stable results in lesser time. 

 

So, PSO ends up giving accurate results in less time 

and effort. 

 

Though there are lot of advantages in applying PSO, there are 

few constraints also which are listed below: 

1. The results are not very stable, that is, the results 

obtained may not be always closer to the actual 

effort. 

 

2. Results are dependent, to some extent, on values of 

the variants. 

PSO helps in taking the architectural decision with the help of 

search based techniques. It will help the object oriented 

systems to decide the architectural style and design pattern.  

     

7. CASE STUDY 
We are considering a simple case study of a dice game which 

has two classes  

Player 

Die  

Random variants of the class diagram are taken as particles. 

Three examples of random assignment of particles and the 

respective evaluation of the objective function are shown 

below in Figure 3, 4 , 5. 

For Particle 1 (Figure 3), 

 

Class: Player    

Cash: Integer 

Name: String 

   

Remove Cash( ) 

Add Cash ( )  

Get Location( )  

Set Location ( )  

Take Turn ( )  

   

 Class: Die  

 Max: Integer  

FaceValue: 

Integer 

 

 Roll()  

 

Figure 3 
 

Calculating various parameters of the objective function from 

the above diagram, the following values were obtained.  

MAC(Die)=0 since none of the methods in Die are using any 

attributes of  Player.  

MMC(Die )=1 since setDice( ) method in Die is using roll() 

method in Player. Similarly we obtained the values for the 

following parameters. 

MAC(Player)=MMC(Player)=2 

RCI(Die)=0 RCI(Player)=.3 

DMA=3+2=5 

DMM=0 

Using the Formula 1 the fitness function was evaluated to be  

F( C)=TENDS TO NEGATIVE INFINITY  

 

For particle 2 (Figure 4), 

 

Class: Player    

Cash: Integer 

Name: String 

   

Remove Cash( ) 

Roll( ) 

Set Dice( )  

Get net worth( ) 

Add Cash ( )  

 

   

 Class: Die  

 Max: Integer  

FaceValue: 

Integer 

 

   

   

 

Figure4 

MAC(Die)=MMC(Die )=0 

MAC(Player)=2 

MMC(Player)=0 

RCI(Die)=0 RCI(Player)=.3 

DMA=3 

DMM=3 

TCC=3 

F( C)=.54 

 

For Particle 3 (Figure 5), 

 

Class: Player    

Cash: Integer 

Name: String 

   

Remove Cash( ) 

SetBoard( )  

Set Dice( )  

Get net worth( ) 

Add Cash ( )  

Get Location( )  

Set Location ( )  

Take Turn ( )  

   

 Class: Die  

 Max: Integer  

FaceValue: 

Integer 

 

 Roll()  

   

 

Figure 5. 

MAC(Die)=MMC(Die )=0 

MAC(Player)=1 

MMC(Player)=1 

RCI(Die)=1 RCI(Player)=.375 

DMA=5 

DMM=2 

TCC=3 

F( C)=.735  
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After carrying out the evaluation of fitness function for 10 

iterations, it was found that the solution converged to 0.75. 

Hence it was concluded that Figure 5 is the optimal solution. 

So particle 3 is initial global best and all the values of 

particular parameters are local best. Using these initial values 

iterations are applied on these particles till they converge to 

optimal solution. 

8. CONCLUSION AND FUTURE WORK 
By applying PSO on CRA it was concluded that the solution 

need not always be the best but it will be optimal.Possibility 

of further optimization can be explored by applying other 

variants of PSO. Possibilities of deriving the best solution are 

under study. In the object oriented software system every 

class should have set of responsibility and it should be 

allocated optimally. We can find the optimal fitness function 

for each software component.  
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