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ABSTRACT 
In this paper a novel and the new method for face recognition 

is developed and analyzed using doubly truncated multivariate 

Gaussian mixture model. The 2D DCT coefficients as the 

feature vector of the each individual face is modelled by k 

component mixture of doubly truncated multivariate Gaussian 

distribution. The number of components and initialization of 

the model parameter’s are obtained by the k-means algorithm 

and face image histogram. Using the EM algorithm the model 

parameter’s are obtained. A face recognition algorithm is 

developed by a maximum likelihood function under baysian 

framework. The efficiency of the developed algorithm is 

evaluated by obtaining the recognition rates using JNTUK 

face database and YALE database. This algorithm out 

perform the face recognition algorithm based on GMM with 

DCT coefficients.      
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1. INTRODUCTION 
A face recognition system is developed to recognize the face 

of a person from a group of faces.  It is a biometric 

authentication which is used for several security 

considerations.  These face recognition systems are to be 

classified into two groups namely, closed systems and open 

systems.  In closed systems the claimant face for recognition 

is considered only from the group of faces stored in the 

database of fixed size.  That is, no outsider will attempt for 

recognition.  In open system the persons from the outside the 

group may also allowed to claimant the face which is not 

there in the database.  This type of claimant is called imposter.  

In general closed systems are more useful for document 

securities and other office related security systems.  These 

closed systems are less complicated than open systems with 

respect to computational time and logical considerations 

[23,24].  The basic applications of the face recognition system 

are designing the access control systems for devices like 

personal mobile devices (PMD) building gate control, etc,. 

Different researchers have developed various face recognition 

systems for the decision maker to accept or reject a claim 

depending on a score like likelihood ratio, distance measure, 

MLP, etc, using a threshold.  Over the last few years several 

improvements have been taken care in face recognition 

systems. Kieron Messer et al., (2004) [15] has given 

comparative study of different face recognition systems and 

categorized them into two groups namely discriminative 

approaches and generative approaches. 

In discriminative approaches a binary decision regarding the 

acceptance or rejection is considered by utilizing the macro 

information of the face.  That is why these approaches are 

known as holistic approaches.  In which the pixel intensity of 

the gray scale face image is converted into some feature 

vector’s.  In this method the prinicipal component subspace is 

using principal component analysis or eigen faces is adopted 

for face recognition [2,7,16,20,25,26,28].  The linear 

discriminant subspace known as LDA or fisher faces are used 

for face recognition system [4,12,17,27].  Illumination 

invariant features such as histogram equalization or LBP are 

used for face recognition systems [1,30]. 

In general, generative approaches are more efficient than 

discriminative approaches. Hence, the face recognition 

systems are developed using Gaussian mixture models 

[5,18,22].  These approaches are more robust and effective for 

automatic face recognition systems, since they adopt model 

based considerations. 

In all these model based face recognition systems the feature 

vector is characterized through a probability distribution.  The 

important step in this method is feature vector extraction.  

Several types of methods are adopted for extracting the 

feature vector of a face image.  Among them 2D Discrete 

Cosine transformation or DCTmod2 or 2D Gabor Wavelets 

are more important [10,13,14].  In all these methods it is 

customary to consider that the DCT coefficients (feature 

vector) follows a Gaussian mixture model.  The Gaussian 

mixture model has certain drawbacks such as the feature 

vector in each component is miso kurtic and having infinite 

range.  But in many face recognition problems the feature 

vector (DCT coefficients) may not be distributed as miso 

kurtic and symmetric.  In addition to this, all DCT coefficients 

of the face image are having finite range.  Hence ignoring the 

reality of finite range with asymmetric nature of the feature 

vector may bring falsification in the face recognition models 

and may not be accurate. 

Hence in this paper we develop and analyze a  face 

recognition model based on Doubly truncated multivariate 

GMM. The doubly truncated Gaussian mixture model is 

capable of portraying several probability distributions like 

asymmetric / symmetric / platy kurtic / lepty kurtic 

distributions [19,21]. Various approaches are discussed by 

different researchers on the problem of face recognition. But, 

there is no serious work is done on face recognition with 

doubly truncated GMM. So,  we propose a generative 
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approach for face recognition, based on doubly truncated 

GMM. We used K-means algorithm for determining the 

number of components in each face and to obtain initial 

estimates of the model parameters. This model also includes 

GMM as a limiting base. The performance of the model was 

compared with the GMM.  

The paper is structured as follows. Section 2 summarizes 

feature extraction, Section 3 summarizes truncated Gaussian 

mixture face recognition model, Section 4 summarizes the 

estimation of parameters using EM Algorithm, Section 5 

summarizes initialization of model parameters and Section 6 

summarizes the face recognition algorithm, experimental 

results are given in Section 7, and finally, conclusions are 

presented in Section 8. 

2. FEATURE EXTRACTION 
For developing the face recognition model, the important 

consideration is deriving the features of the each individual 

face image. Several techniques are adopted to extract the 

feature vector associated with the each individual face [10]. 

Among the transformation used for feature vector extraction 

the 2D Discrete Cosine Transform is simple and more 

efficient in characterizing the face of the individual. This 

method has been recognized as world wide standard [JPEG] 

for image compression [3].  

 

For obtaining the feature vector associated with the each 

individual face we assume that it consists of ( NP x NP ) 

blocks. In each block the 2D DCT coefficients are computed 

using the method [10]. The computation of 2D DCT 

coefficients for a face of  ( NP x NP ) blocks is given in xi. 

    

These coefficients are ordered according to a zig-zag pattern 

(consisting of 16 coefficients) reflecting the amount of 

information stored as given in [13]. After comprehensing the 

DCT coefficients we get the feature vector of the each 

individual face as xi=  [  𝑐1 𝑐2 …  𝑐𝑀  ] T consisting of NP x 15 

coefficients. 

 

3. DOUBLY TRUNCATED GAUSSIAN 

MIXTURE FACE RECOGNITION 

MODEL 
In this section we briefly discuss the probability distribution 

(model) used for characterizing the feature vector of the face 

recognition system. After extracting the feature vector of each 

individual face it can be modelled by a suitable probability 

distribution such that the characteristics of the feature vector 

should match the statistical theoretical characteristics of the 

distribution. Since each face is a collection of several 

components like mouth, eyes, nose, etc, the feature vector 

characterizing the face is to follow a M-component mixture 

distribution. In each component the feature vector is having 

finite range it can be assumed to follow a doubly truncated 

Gaussian distribution. This in turn implies that the feature 

vector of each individual face can be characterized by a M-

component doubly truncated Gaussian mixture model. The 

joint probability density function of the feature vector 

associated with each individual face is  

 

 ℎ  𝑥  𝜆  =  𝛼𝑖  𝑑𝑖
𝑀
𝑖=1  𝑥                                   (1) 

 

where, 𝑑𝑖 𝑥   is the probability density function of the ith 

component feature vector which is of the form doubly 

truncated Gaussian distribution [23]  

 

 𝑑𝑖 𝑥  =  
1

 𝐵 − 𝐴  2𝜋 
𝐷
2  𝛴𝑖 

1
2
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1

2
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                                                                                               (2) 

 

where, 𝑥  is a D dimensional random vector (𝑥𝑡    =
(𝑥1 𝑥2 …  𝑥𝑡)) is the feature vector, 𝜇𝑖      is the ith component 

feature mean vector, 𝛴𝑖  is the ith component of co-variance 

matrix,  

 

𝐴 =   … 𝑑𝑖
𝑥𝐿
−∞

xL

−∞
 𝑥𝑡     𝑑 𝑥𝑡  and 
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The mean vector of the component feature is  

 

𝐸 𝑥  =  𝜇𝑖 +  𝜎𝑖
2    

𝑓 xL       − 𝑓 xM         

∅ xL       − ∅ xM        
                                     (3) 

 

where, ∅ xL       and ∅ xM        are the standard normal 

areas and xL      , xM       are the lower and upper truncated points of 

the feature vectors. 𝑑𝑖 𝑥  , 𝑖 = 1… .𝑀  are the component 

densities and    𝛼𝑖 𝑥  , 𝑖 = 1… .𝑀  are the mixture weights, 

with mean vector. The mixture weights satisfy the constraints 

 𝛼𝑖 = 1𝑀
𝑖=1    

The variance of each feature vector is 𝛴 with 

diagonal elements as  

 

𝑉𝑖
2 =    1 +  
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 The DTGMM is parameterized by the mean vector, 

Co-variance matrix and mixture weights from all components 

densities. The parameters are collectively represented by the 

parameter. Set 𝜆𝑖 =   𝛼𝑖  , 𝜇𝑖   , 𝛴𝑖    𝑖 = 1,2,…𝑀. For face 

recognition each image is represented by it’s model 

parameters.  

The doubly truncated multivariate Gaussian mixture 

model can represent different forms depending on the choice 

of the co-variance matrix for all Gaussian component(Grand 

co-variance) or a single co-variance matrix shared by all face 

models(global covariance) used in DTGMM. The covariance 

matrix can also be full or diagonal. Here, we used diagonal 

covariance matrix for our face model. This choice is based on 

the works given by [11] and initial experimental results 

indicating better identification performance and hence 𝛴 can 

be represented as 

                                             

  𝛴 =
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This simplifies the computational complexities. The doubly 

truncated multivariate Gaussian mixture model includes the 

GMM model as a particular case when the truncation points 

tends to infinite. 
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4. ESTIMATION OF THE MODEL 

PARAMETERS 
For developing the face recognition model it is needed to 

estimate the parameters of the face model. For estimating the 

parameters in the model we consider the EM algorithm which 

maximizes the likelihood function of the model for a sequence 

of i training vectors  (𝑥𝑡    = (𝑥1  𝑥2 …  𝑥𝑡)). 
 

The likelihood function of the sample observations is  

                           𝐿 𝑥  ;  𝜆𝑗 =   ℎ 𝑥  ;  𝜆𝑗  
𝑇
𝑖=1                   (6) 

               where, ℎ 𝑥  ;  𝜆𝑗   is given in equation (1). 

 

The likelihood function contains the number of components 

M which can be determined from the k-means algorithm 

given by sailaja et al (21). The k-means algorithm requires the 

initial number of components which can be taken by plotting 

the histogram of the face image using MATLAB code and 

counting the number of peaks. Once M-is assigned the EM 

algorithm can be applied for refining the parameters.  The 

updated equations of the parameters of the model are: 

                 𝛼𝑘  
𝑙+1 =  

1

𝑇
  ℎ 𝑖 𝑥𝑡     , 𝜆𝑗 

𝑇
𝑖=1                             (7) 
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5. INITIALIZATION OF MODEL 

PARAMETERS 
To utilize the EM algorithm we have to initialize the 

parameters   𝛼𝑖  , 𝜇𝑖   , 𝜎𝑖    , 𝑖 =  1… .𝑀 .  XM and XL are 

estimated with the maximum and the minimum values of each 

feature  respectively. The initial values of 𝛼𝑖  can be taken as 

𝛼𝑖 =
1

𝑀
 . The initial estimates of 𝛼𝑖  , 𝜇𝑖   𝑎𝑛𝑑 𝜎𝑖  of the ith 

component are obtained by using the method given by 

A.C.Cohen[8]. 

6. FACE RECOGNITION SYSTEM 
Face Recognition means recognizing the person from a group 

of H samples. The figure 1 describes the face recognition 
algorithm under study. 

 

The feature vectors are obtained by using the procedure 

discussed in section 2. By using K-means algorithm we divide 

the T samples into M groups. We take initially 𝛼𝑖 =
1

𝑀
, 𝑖 =

1,2,…𝑀 and find means (𝜇𝑖) and variances (𝑉𝑖 ) of each 

feature for each group. Using the EM algorithm the refined 

estimates of the model parameters  𝛼𝑖  , 𝜇𝑖   𝑎𝑛𝑑 𝜎𝑖    for 

each component of each face Image are obtained.  For the 

given a claim of a person C’s identity and a set of feature 

vectors X, supporting the claim, the log likelihood of the 

claimant is calculated using  

                                  

                 𝐿 𝑋 𝜆𝐶 =  
1

𝑇
 log ℎ𝑇
𝑖=1  𝑥𝑖     𝜆𝐶         

        where,  h 𝑥 𝜆  which is given in eq (1).  

 

Find the log likelihood value for all faces in the training group 

of samples, each represented by DTGMM’s with parameters 

(𝜆1 , 𝜆2, ….  𝜆𝐻). The face which has the maximum posterior 

probability for a given, feature vector that the face is matched 

with the person, i.e., the kth face for which log likelihood is 

maximum (𝐻 =  arg  𝑚𝑎𝑥1<𝑘<𝐻  log ℎ𝑟
𝑇
𝑖=1  𝑥𝑡     𝜆𝑘 ) out 

of all faces. 
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7. EXPERIMENTAL RESULTS 
The performance of the developed algorithm is evaluated 

using two types of databases namely JNTUK and yale face 

databases [23,29,4]. Sample of 20 persons images from 

JNTUK database is shown in figure.2. 

 

 
 

       Figure 2: Sample Images form JNTUK database 

The whole dataset are divided into test and training datasets. 

The training faces were first processed by feature vector 

extraction explained in section2 to produce the transformed 

feature vector (DCT coefficients) for each face. For each face 

the image histogram is drawn and the number of components 

M is initially obtained by counting the number of peaks in 

each histogram.  The histogram of the sample face image of a 

person is shown in figure.3.  The k-means algorithm is 

utilized for dividing the samples of the each image features 

into M components like face, chick, nose, forehead, etc. Using 

these M groups the model parameter’s in each component are 

initially estimated with the method given by A.C.Cohen [8]. 

With these initial coefficients and the updated equations of the 

EM algorithm the model parameters of the doubly truncated 

multivariate Gaussian mixture model of each face is 

estimated.  With the test dataset the face recognition algorithm 

is validated by computing the recognition rate with its 

confidence limits. Table.1 shows the recognition rate of the 

face recognition system using GMM and DTGMM. 

 

                                 Table 1: Face recognition rates 

 

 
                       Figure 3: Histogram of the feature vector 

 

From Table.1 it is observed that the proposed algorithm 

identifies the 96.17% and 96.07% for JNTUK and yale faces 

correctly. The computation time for face recognition 

algorithm is 10.55688 seconds for testing and 49.58836 

seconds for training in DTGMM for a data set of 120 images.  

Graph-1 describes the recognition rate for different sizes of 

datasets. It is observed that the recognition rate stabilized after 

the data size of 25 faces. i.e. the algorithm is consistent with 

small and large databases for face recognition.  

Since the proposed face recognition system 

performance is linked with the number of DCT coefficients 

the optimal number of DCT coefficients required for effective 

recognition of the system is evaluated. For different number 

of DCT coefficients taken from the total of 64 coefficients of 

each block in say 5, 10, 15, 20, 25, 30, 35 and 40  the 

recognition rates are of the system computed for both the 

proposed model and the model with GMM. Table.2 shows the 

computed recognition rates for both JNTUK and yale 

databases using the face recognition system based on 

DTGMM and GMM. Gaph.2 shows the relationship between 

recognition rates and number of DCT coefficients. 

 

      Table 2: Recognition rates for different number of     

                        DCT Coefficients.  

0

50

100

150

200

250

300

350

400

450

0 100 200

Database Recognition rate 

GMM DTGMM 

JNTUK 89.5±1.5 96.17±1.3 

yale 89.39±2.1 96.07±1.2 

Number of 

DCT 

coefficients 

Recognition rate 

JNTUK yale 

GMM DTGMM GMM DTGMM 

5 50.63 60.23±1.2 50.34 60.18±1.1 

10 70.12 82.4±1.1 70.04 82.3±1.4 

15 89.5 96.17±1.3 89.39 96.07±1.2 

20 85.1 91.5±1.2 85.06 91.4±1.1 

25 82.68 91.5±1.3 82.61 91.4±1.1 

30 82.68 91.5±1.1 82.61 91.4±1.3 

35 82.68 91.5±1.2 82.61 91.4±1.3 

40 82.68 91.5±1.3 82.61 91.4±1.1 
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Graph 1: Recognition rates of different databases 

 

Graph 2: Recognition rates versus toal number of 

DCT coefficients on JNTUK dataase 

 

From Table.2 and Graph.2, it is observed that for both 

JNTUK and yale databases the recognition rate stabilizes after 

15 DCT coefficients for the face recognition system with 

DTGMM. Whereas, the recognition rate stabilizes after 20 

DCT coefficients for the face recognition system with GMM. 

This indicates even with low dimension feature vector also 

will have high recognition rate with DTGMM model. This 

feature has a significant effect on execution time of the 

system. 

 

8. CONCLUSION 
In this paper we proposed the face recognition model based on 

doubly truncated GMM with K-means algorithm. The model 

parameters are estimated through EM algorithm. After 

identifying the number of components densities for each face 

we developed a global model for face recognition. This 

algorithm is evaluated using JNTUK and Yale databases. The 

experimental results shows that the face recognition model 

using DTGMM has better recognition rate compared to the 

face recognition model  with GMM. This algorithm is useful 

for authentication and surveillance. The DCT coefficients 

model for face recognition algorithm simplifies the 

computations and utilizes the overall information of the face 

image. This method can also extended to HMM with 

DTGMM which will be considered in future work. 
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