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ABSTRACT- 

We Propose Balanced, Localized, Robust, Dynamic state 

changing and energy efficient spanning tree approaches for 

Wireless sensor networks which we call Balanced energy 

Efficient Spanning Tree with Sleep scheduling(BEESP-SS). 

In this paper first we construct the spanning tree based on 

RNG(Relative Neighborhood Graph) after that we find the 

minimum spanning tree it considers the different parent 

selection strategies and select the best among them, Our major 

concern is to balance the load with in the spanning tree, actual 

spanning tree is constructed based on the transmitter and 

receiver residual energy. It is done by measuring the energy 

level of the nodes in the spanning tree, because energy is drain 

out when large number of messages travelling through the 

particular node by limiting the messages travelled through the 

sensor nodes we can improve the lifetime of the spanning tree 

and reduce the frequency of spanning tree, it is done by 

partitioning the messages based on the energy level of the 

node in the spanning tree and redirect the messages to the 

some other nodes in the spanning tree. The proposed solution 

also adapted the Sleep Scheduling Algorithm, it wake up the 

sensor nodes in the network when it is needed. This paper also 

handles the route maintenance it includes node insertion and 

node deletion.  

Index Terms: 

Wireless Sensor network, Partitioning, sleep scheduling 

algorithm, Localized Minimum spanning 

tree(LMST),Relative Neighborhood Graph(RNG).   

1. INTRODUCTION 

Wireless Sensor Network is a collection of nodes organized 

into cooperative network. Each node consists of processing 

capability(one or more microcontroller, CPU’s or DSP chips), 

may contain multiple types of memory(program, data and 

flash memories),have a RF Transceivers, have a power 

source(batteries and solar cells) and accommodate various 

sensors and actuators. The nodes communicate wirelessly and 

self organize in an adhoc fashion. Most important problem in 

wireless sensor network is limited battery power. 

Wireless sensor network constitutes two states, they are active 

mode and another one is passive mode. during the data 

transmission nodes are in active mode otherwise nodes are in 

passive mode it is achieved through the use of wakeup 

antenna. The design wireless sensor network depends on the 

application requirements. Sensor nodes will periodically sense 

their nearby environment and send the information to a sink 

which is not energy limited. The collected information can be 

further processed at the sink for end user queries. 

In order to reduce the communication overhead we propose 

Balanced Energy Efficient Spanning Tree, it improves the 

sensor nodes lifetime. An important problem studied is to find 

balanced energy efficient routing tree by partitioning the 

messages based on the energy level of the node and also 

improves life time of the sensor nodes in the network by using 

sleep scheduling algorithm finally route maintenance. 

Several requirements for this paper are, First the visibility 

graph is constructed using relative neighborhood 

graph(RNG)[5].  

Second Localized Energy Efficient spanning tree is 

constructed based on RNG using Prim’s algorithm. Edge 

weight assignment based on the transmitter and receiver 

residual energy, edge weight is changed dynamically based on 

the energy level correspondingly spanning tree is also 

updated.  

Third Load is balanced with in the resulting spanning tree 

based on the energy level of the node the message will be 

partitioned and redirect the packets in some other nodes in 

spanning tree it distributes communication overhead with in 

the spanning tree. ie nodes having greater energy level can 

able to receive the message with maximum size. 

Fourth is to Maximize the lifetime of the sensor nodes in the 

network by using sleep scheduling algorithm. Fifth it handles 

the route maintenance it includes node insertion and node 

deletion. Remainder of this paper is organize is as follows 

Section II discuss about the Literature review, in section III 

we define the problem statement ,In section IV we discuss 

about proposed algorithm In section V we discuss about the 

implementation results finally we conclude our paper with 

future work.  

2. LITERATURE REVIEW 

Recent growing interest in wireless sensor network inspired 

previous effort for energy efficient protocols. Localized power 

efficient protocol called L_PEDAP is proposed in [1]. 

L_PEDAP computes self organized, localized, robust and 

energy efficient tree approaches. But it is only suitable for 

homogeneous networks.Power Efficient Data Aggregation 

Protocol called PEDAP is proposed in [3]. PEDAP extends 

the life time of the last node. It does not care about the energy 

level. The edge cost is computed as the sum of the transmitter 

and receiver energy. Next version is Power Efficient Data 

Aggregation Protocol with Power Aware called PEDAP_PA, 

it considers the energy of the sensor nodes based on this 

spanning tree is constructed. In PEDAP_PA edge cost is 

computed by dividing the PEDAP cost by transmitter residual 
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energy. Both protocols are centralized in nature, this is the 

major disadvantage in that. 

In [5], the authors proposed Minimum Spanning Tree based 

Topology control algorithm called LMST for wireless multi-

hop networks, in this algorithm, each node builds its local 

minimum  spanning tree independently and only keeps the on-

tree nodes that are one hop away as its neighbors in the final 

topology. 

In [7], the authors proposed Distributed and Dynamic Data 

Gathering Protocol for sensor networks. It is based on Local 

minimum spanning tree structure,each node selects as parent 

the LMST neighbor so that the total energy cost of route to the 

sink is minimal.it is appropriate for all the nodes are not in the 

direct communication. It may cause chain effect, the change in 

shortest path in sensors which are far away from the area 

where insertion or deletion occurred.  

In [11], the authors proposed Minimum Energy Mobile 

Wireless networks. It solves the minimum energy problem 

with a single master site simultaneously solves the general 

peer to peer communication problem. The procedure finds the 

minimum energy links and dynamically update them. This is 

suitable only for stationary networks.  

In[15], the authors proposed Maximum Lifetime Routing in 

wireless sensor network. It uses online Maximum lifetime 

heuristics method, it maximize network lifetime. 

In[18], the authors proposed Maximum Lifetime Data 

Gathering and Aggregation in Wireless sensor network. In this 

paper data should be collected from all the sensor nodes and 

transmit to the base station such that the system lifetime is 

maximized. It suffers from first node failure problem.  

Power Efficient Gathering  Aggregation  in Sensor 

Information System called PEGASIS  is defined in[19]. In this 

paper they proposed PEGASIS, a near optimal chain based 

protocol this is an improvement over LEACH. In PEGASIS, 

each node communicates only with a close neighbor and takes 

turns transmitting to the base station. This approach is not 

very efficient, since the transmission distances can be quite 

long and minimum distance chain is NP complete. 

In [24], the authors proposed an algorithm called Energy 

Efficient Spanning tree algorithm. It constructs the spanning 

tree based on transmitter and receiver residual energy but it is 

centralized. This is major disadvantage in this paper.  

3. PROBLEM STATEMENT 

Consider a network of n sensor nodes, which are randomly 

placed in a network. Each nodegenerates the data packet and 

transmits to the base station.  

DEFINITION 1: 

Before transmitting the data the routing tree is constructed, it 

spans all nodes in the network without cycle. It is based on the 

transmitter and receiver residual energy after finding the 

spanning tree load is balanced based on the energy level of the 

node with in the spanning tree.  

DEFINITION 2: 

Frequency of spanning tree is defined as number of rounds a 

routing tree will be used. 

 

DEFINITION 3: 

Wakeup antenna used to activating the sensor nodes from 

passive mode to active mode while they are sensing 

information. 

DEFINITION 4: 

Energy consumption is based on the how many number of 

packets send and receive and also based on length of the 

message. Limit the message size based on the energy level of 

the sensor node by partitioning. 

We need to find the energy efficient spanning tree based on 

transmitter and receiver residual energy in localized manner 

and balancing the load based on the energy level of the sensor 

node, and also improve the lifetime of the sensor node in 

network using sleep scheduling done by wakeup antenna. 

4. PROPOSED ALGORITHM 

Edge cost assignment: 

It is based on the idea of energy efficient spanning tree [24]. 

To transmit a k bit packet from node i to j the weight 

assignment is performed as follows 

wij(k)=min{Ei-Tij(k),Ej-Rj(k)} 

whereEi is the current energy of node i and Tij(k) is the energy 

required to transmit a k bit packet from node i to j. the term 

Rj(k) denotes the energy consumed to receive k bit packet for 

node j. 

Edge weight assignment is based on both transmitter and 

receiver residual energy. It avoids the receiving node to 

become overloaded by receiving too many packets. 

Proposed algorithm includes five phases they are 

 

 Relative neighborhood graph construction (RNG) 

 Spanning tree Construction  

 Load balancing 

 Maximize network life time by using Sleep 

scheduling algorithm 

 Route maintenance 

PHASE 1: 

In this phase we constructing the visibility graph. 

Algorithm 1: 

Input: S-> List containing the sensor nodes in the network 

Output: Graph G(V,E) containing vertices and edges 

Step1: while S is NULL 

Step2: for each node n in S  

Step3: find the neighbors of n 

Step4: select the node having the greater     energy and ignore 

others 

Step5: connect the new node with the predecessor  

Step6: end for  

Step7: end while 

By using this algorithm we can able to find the visibility 

graph It shows the sensor nodes in the network and its 

neighbors, after that by using this we can able to find least 

minimum spanning tree. 
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PHASE 2: 

In this phase spanning tree is constructed using the 

information from RNG based on transmitter and receiver 

residual energy. 

Algorithm2: 

Input: Visibility graph G(V,E) 

e-> energy level of the current node 

e’-> energy level of the other nodes  

Output: Localized Minimum spanning tree 

Step1: while G is NULL 

Step2: for each node n in G 

Step3: find the neighbors of node n in G 

Step4: check the energy level of that node n  

Step5:if(e>e’) 

Step6:select the node as neighbor  

Step7: update the node energy level ie reduce energy level of 

that node 

Step8: construct the spanning tree 

Step 9: else reject the node 

Step10: end for  

Step11:end while 

In this phase many number of spanning tree is constructed 

from those minimum spanning tree is chosen. 

PHASE3: 

In phase 3 we balance the load based on the energy level of 

the node with in the spanning tree, it improves the lifetime of 

the sensor nodes in the spanning tree. basic concept is by 

limiting the messages travel through the sensor node we can 

able to improve the lifetime but it is not possible but we can 

able to distribute message to all nodes by partitioning. 

Algorithm 3: 

Input: Spanning tree S 

Output: Balanced Spanning tree S’ 

e->energy level of the current node 

e’->energy level of the other nodes 

Step1:for each node in S 

Step2: check the energy level of the node in spanning tree 

Step3: if(e>e’) 

Step4:acceptmessage with maximum size 

Step5: else 

Step6: Partition the message  

Step7: Redirect the message to some other node having 

greater energy 

Step8: end for 

It balance the load in LMST by measuring the energy level of 

the node periodically, it improves the performance and 
lifetime of the sensor nodes in the spanning tree. 

PHASE 4: 

In this phase we maximize the network Lifetime by using 

sleep scheduling algorithm, it uses wake up antenna. Wakeup 

antenna used for activating the sensor nodes from passive 

mode to active mode. During the data sensing only we keep 

the node in active mode otherwise we keep the node in 
passive mode. 

Algorithm 4: 

Step1: Initialize all sensor nodes in passive mode 

Step2: Collect the sensor nodes that are needed for 
communication  

Step3: sending the wakeup signal for those nodes by using 
wakeup antenna  

Step4: otherwise keep the sensor nodes in passive mode as 
such 

It maximize the sensor nodes lifetime in the network. 

PHASE 5: 

In this paper we also handles route maintenance it includes 

node insertion and node deletion based on this spanning tree is 

updated. Node having the lower energy level is treated as 

node failure. 

Algorithm 5: 

Step1: e->energy level of the particular node 

Step2: if(e<threshold value) 

Step3:remove the particular node and update the spanning tree 

Step4: send hello message for new node to all other nodes  

Step5: update the spanning tree 
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Fig.1 Block Diagram of BEESP-SS 
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5. IMPLEMENTATION RESULTS 
In this paper we are concentrating to reduce the Number of 

Rounds needed for constructing spanning tree as well as the cost 

is needed for constructing tree and balancing the Load with in 

the Routing tree it reduces the overhead with in the routing tree 

and improves the lifetime of the wireless sensor network.In 

PEDAP they are concentrating only on the construction of 

routing tree they failed to consider the energy level of the node 

so lifetime of the sensor node is low. In PEDAP-PA they 

concentrate only on the transmitter energy level but it is 

centralized. In L-PEDAP is localized but it failed to balance the 

load with in the spanning tree here the routing tree is constructed 

based on the transmitter and receiver residual energy. In 

PEDAP,EESP,L-PEDAP, energy level of any node in the 

spanning tree gets lower than the threshold value it requires 

reconstruction so it needs more number of rounds to transmit the 

data. In our paper we balance the load with in the spanning tree 

automatically it reduces the frequency of spanning tree so it 

improves the lifetime than the existing protocols. 

 

 

 

 

 

 

 

 

 

 

 

 

Fig 2 Implementation Results of BEESP-SS 

 

6. CONCLUSION 
In this paper, we presented balanced, power Efficient  Protocol 

with Sleep scheduling algorithm. It improves the performance of 

the existing protocols such as PEDAP-PA,L-PEDAP and EESP. 

It balances the load in Localized minimum spanning tree, it 

improves lifetime of the nodes in spanning tree by reducing the 

frequency of the spanning tree, it is also using sleep scheduling 

algorithm for improving the nodes lifetime in the network, it is 

localized, it also handles route maintenance. However it is 

suitable only for homogeneous networks. In Future we will try to 

implement for heterogeneous networks. 
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