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ABSTRACT  
Clustering is widely used technique in data mining application 

for discovering patterns in large data set. In this paper the K-

Means and Fuzzy C-Means algorithm is analyzed and found 

that quality of the resultant cluster is based on the initial seeds 

where it is selected either sequentially or randomly. For real 

time large database it’s difficult to predict the number of 

cluster and initial seeds accurately. In order overcome this 

drawback we propose two new algorithms Unique Clustering 

through Affinity Measure(UCAM) and Fuzzy-UCAM 

clustering algorithm. Both UCAM and Fuzzy-UCAM 

clustering algorithms works without fixing initial seeds, 

number of resultant cluster to be obtained. Unique clustering 
is obtained with the help of affinity measures. 
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1. INTRODUCTION 
Clustering has been used in a number of applications such as 

engineering, biology, medicine and data mining. The most 

popular clustering algorithm used in several field is K-Means 

since it is very simple and fast and efficient. K-means is 

developed by Mac Queen[3]. The K-Means algorithm is 

effective in producing cluster for many practical applications. 

But the computational complexity of the original K-Means 

algorithm is very high, especially for large datasets. The K-

Means algorithm is a partition clustering method that 

separates data into K groups. Main drawback of this algorithm 

is that of a priori fixation of number of clusters and seeds. 

 

Unique Clustering with Affinity Measures (UCAM) clustering 

algorithm which starts its computation without representing 

the number of clusters and the initial seeds. It divides the 

dataset into some number of clusters with the help of 

threshold value. The uniqueness of the cluster is based on the 

threshold value. More unique cluster is obtained when the 

threshold values is smaller. Fuzzy-UCAM uses UCAM 

clustering algorithm for initial clustering and then the 
membership matrix is calculated.  

 

2. DATA MINING AND CLUSTERING 
Data mining is the process of autonomously extracting useful 

information or knowledge from large data stores or sets . It 

involves the use of sophisticated data analysis tools to 

discover previously unknown, valid patterns and relationships 

in large data sets. Data mining consists of more process than 

collecting and managing data, it also includes analysis and 

prediction[13]. Data mining is popularly known as knowledge 

discovery.  Fig 1 shows the concept of data mining, which 
involves three steps:   

 1. Capturing and storing the data. 

 2. Converting the raw data into information. 

 3. Converting the information into knowledge. 

 

 

 

 

 

 

 

     

               Fig 1: Data mining process 

 

Data in this context comprises all the raw material an 

institution collects via normal operation. Capturing and 

storing the data is the first phase that is the process of 

applying mathematical and statistical formulas to mine the 

data warehouse. Mining the collected raw data from the entire 

institution may provide new information.  Converting the raw 

information into information is the second step of data mining 
and from the information knowledge is discovered. 

 

Clustering is a widely used technique in data mining 

application for discovering patterns in large dataset. The aim 

of cluster analysis is exploratory, to find if data naturally falls 

into meaningful groups with small within-group variations 

and large between-group variations. Often we may not have a 

hypothesis that we are trying to test. The aim is to find any 

interesting grouping of the data. It is possible to define cluster 

analysis as an optimization problem in which a given function 

consisting of within cluster similarity and between clusters 

dissimilarity needs to be optimized. This function can be 

difficult to define and the optimization of any such function is 
a challenging task.  

 

The traditional K-Means algorithm is analyzed and found that 

quality of the resultant cluster is based on the initial seeds but 

it is difficult to predict the number of cluster and initial seeds 

accurately. This drawback is rectified through UCAM 

(Unique Clustering with Affinity Measure) algorithm for 

clustering which works without giving initial seed and number 

of clusters to be obtained. Fuzzy clustering concept is 

appended with UCAM to form Fuzzy-UCAM clustering 

algorithm. Both UCAM and Fuzzy-UCAM works only for 

numerical attributes and unique clustering is obtained with the 
help of affinity measures.  
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3.  K-MEAN CLUSTERING 
The main objective in cluster analysis is to group object that 

are similar in one cluster and separate objects that are 

dissimilar by assigning them to different clusters[3]. One of 

the most popular clustering methods is K-Means clusters 

algorithm. It is classifies objects to pre-defined number of 

clusters, which is given by the user (assume K clusters). The 

idea is to choose random cluster centers, one for each 

cluster[14]. These centers are preferred to be as far as possible 

from each other. In this algorithm Euclidean distance measure 

is used between two multidimensional data points  

X = (x1,x2,x3,…………xm )  

Y = (y1,y2,y3,…………ym ) 

 

 

The Euclidean distance measure between the above points x 
and y are described as follows: 

 

D(X, Y) = ( ∑ ( xi  -   yi) 
2)1/2  

The K-Means method aims to minimize the sum of squared 

distances between all points and the cluster centre [8]. This 
procedure consists of the following steps, as described below  

 

Algorithm1:  K-Means clustering algorithm  

Input:    D = {d1, d2, d3, ..., dn }              // Set of  n data 

points.   

               K - Number of desired clusters  

Output: A set of K clusters.  

 

K-Means algorithm Steps:  

1. Select the number of clusters. Let this number be k. 

2. Pick k seeds as centroids of the k clusters. The seeds 

may be   picked randomly unless the user has some 
insight into the data. 

3. Compute the Euclidean distance of each object in 
the dataset from each of the centroids. 

4. Allocate each object to the cluster it is nearest to 
based on the distances computed in the previous step. 

5. Compute the centroids of the clusters by computing 

the means of the attribute values if the objects in each 
cluster.  

6. Check if the stopping criterion has been met (e.g. 

the cluster membership is unchanged). If yes, go to step 

7. If not go to step 3. 

7. [Optional] One may decide to stop at this stage or to 

split a cluster or combine two clusters heuristically until 
a stopping criterion is met. 

     

Though the K-Means algorithm is simple, but it has some 

drawbacks in its quality of the final clustering, since it is 

highly depends on the initial centroids. K-Means algorithm is 

implemented in a very small sample data with ten student’s 

information.  The process of K-Means clustering is initiated 

with three initial seeds, which results with three clusters as 

notated below  

 

 C1 = {  S1,S9  } 

 C2 = {S2, S5, S6, S10} 

 

 C3= {S3, S4, S7, S8  } 

 

Where S1, S2…S10 Student’s details which considers only 

numeric attributes. In K-Means the initial seeds are randomly 

selected and hence result of two executions on the same data 

set will not get the same result unless the initial seeds are 

same. The main drawback in K-Means is that initial seeds and 

number of cluster should be defined though it is difficult to 
predict in the early stage.  

 

4.  UCAM CLUSTERING 
In cluster analysis, one does not know what classes or clusters 

exist and the problem to be solved is to group the given data 

into meaningful clusters. Here on the same motive UCAM 

algorithm is developed.  UCAM algorithm is a clustering 

algorithm basically for numeric data’s.  It mainly focuses on 

the drawback of K-Means clustering algorithm. UCAM 

algorithm is implemented with the help of affinity measure for 

clustering. The process of clustering in UCAM is initiated 

without any centorid and number of clusters that is to be 

produced. UCAM sets the threshold value for making unique 

clusters. The step by step procedure for UCAM are given 
below 

Algorithm 2: The UCAM algorithm 

Input:  D = {d1, d2, d3... dn }              // Set of n data points. 

             S – Threshold value.   

Output: Clusters. Number of cluster depends on affinity 

measure.    

 

UCAM Algorithm Steps:  

1. Set the threshold value T. 

2. Create new cluster structure if it is the first tuple of 

the dataset. 

3. If it is not first tuple compute similarity measure 

with existing clusters. 

4. Get the minimum value of computed similarity S. 

5. Get the cluster index of Ci which corresponds to S. 

6. If S<=T, then add current tuple to Ci. 

7. If S>T, create new cluster. 

8. Continue the process until the last tuple of the 

dataset. 

 

Implementing UCAM algorithm with the sample data 

implemented in K-Means. The process is initiated with 

threshold value T and results with following clusters as shown 
below 

 C1 = {S1, S3, S7} 

 

 C2 = {S2, S5, S6} 

 

 C3 = {S4, S8} 

 

 C4 = {S9} 

 

 C5 = {S10} 
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Uniqueness of the cluster is depends on the initial setting of 

the threshold value. If the threshold value increases number of 

cluster decreases. In UCAM there is no initial prediction on 

number of resultant cluster. Here, in this algorithm resultant 
cluster purely based on the affinity measure. 

 

In the above study of K-Means clustering algorithm results 

with three clusters where low marks and high marks are found 

in all clusters, since the initial seeds do not have any seeds 

with the marks above 90. Hence if the initial seeds not defined 

properly then the result won’t be unique and more over it has 

been constrained that it should have only three clusters.  

 

The UCAM clustering algorithm is initiated with the threshold 
alone which produces unique result with five clusters. 

 

  C1   Cluster with medium marks.  

 

  C2  Cluster with high marks.  

 

  C3  Cluster with low marks. 

 

  C4 = { S9} 

 

  C5 = {S10 } 

 

S9 and S10 are found to be having peculiar characteristics for 

the given threshold value. These two objects have major 

dissimilarity with the existing clusters and hence it cannot 

merge with other clusters. By increasing the threshold value it 

can be merged with other cluster but it reduces the cluster 

uniqueness and hence it proves that UCAM clustering 

algorithm has the flexibility of    obtaining both approximate 
clustering and unique clustering. 

 

5. FUZZY C-MEANS (FCM) 
The fuzzy c-means clustering algorithm [11] is a variation of 

the popular k-means clustering algorithm, in which a degree 

of membership of clusters is incorporated for each data point. 

The centroids of the clusters are computed based on the 

degree of memberships as well as data points. The random 

initialization of memberships of instances used in both 

traditional fuzzy c-means and k-means algorithms lead to the 

inability to produce consistent clustering results and often 

result in undesirable clustering results[9]. This algorithm 

works by assigning membership to each data point 

corresponding to each cluster center on the basis of distance 

between the cluster center and the data point. More the data is 

near to the cluster center more is its membership towards the 

particular cluster center.  

 

One of the most widely used fuzzy clustering algorithms is the 

Fuzzy C-Means (FCM) Algorithm (Bezdek 1981). The FCM 

algorithm attempts to partition a finite collection of n elements 

X = {x1,....,xn) into a collection of c fuzzy clusters with 

respect to some given criterion. Given a finite set of data, the 

algorithm returns a list of c cluster centres C={c1,...,cc} and a 

partition matrix U=uij ϵ [0,1]i=1,...,n, j=1,...,c where each 

element uij tells the degree to which element xi belongs to 

cluster cj. Like the k-means algorithm, the FCM aims  to 

minimize an objective function. The standard function is:  
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This differs from the k-means objective function by the 

addition of the membership values uij and the fuzzifier m. The 

fuzzifier m determines the level of cluster fuzziness. A large 

m results in smaller memberships uij converge to 0 or 1, which 

implies a crisp partitioning. In the absence of experimentation 

or domain knowledge, m is commonly set to 2. The basic 

FCM Algorithm, given n data points (x1,..., xn) to be clustered, 

a number of c cluster with (c1,...,cc) the center of the clusters, 

and m the level of cluster fuzziness within the cluster. 

 

In fuzzy clustering, each point has a degree of belonging to 

clusters, as in fuzzy logic, rather than belonging completely to 

just one cluster. Thus, points on the edge of a cluster may be 

in the cluster to a lesser degree than points in the center of 

cluster. Any point x has a set of coefficients giving the degree 

of being in the kth cluster wx(x). With fuzzy c-means, the 

centroid of a cluster is the mean of all points, weighted by 

their degree of belonging to the cluster:  
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The degree of belonging wk(x), is related inversely to the 

distance from x to cluster centre as calculated on the previous 

pass. It also depends on a parameter m that controls how 

much weight is given to the closest centre. The fuzzy c-means 

algorithm is very similar to the k-means algorithm:  

Algorithm 3: Fuzzy C-Means clustering algorithm  

Input:    D = {d1, d2, d3, ..., dn }             // Set of  n data points.   

               C - Number of desired clusters  

Output: A set of C clusters, degree of membership matrix   

Fuzzy C-Means algorithm Steps:  

1. Choose a  C  number of clusters. 

2. Assign randomly to each point coefficients for being 

in the clusters. 

3. Repeat until the algorithm has converged (that is, 

the coefficients’ change between two iterations is no 

more than ϵ , the given sensitivity threshold): 

4. Computer the centroid for each cluster, using the 

formula (2)  

5. For each point , computer its coefficients of being in 

the clusters, using the formula  (1). 

 

The algorithm minimizes intra-cluster variance as well, but 

has the same problems as k-means; the minimum is a local 

minimum, and the results depend on the initial choice of 

weights. The expectation-maximization algorithm is a more 

statistically formalized method which includes some of these 

ideas: partial membership in classes. Fuzzy C-Means is 

implemented on same sample data as in K-Means which 

yields the following membership matrix as shown below 
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            Table 1.   Fuzzy C-Means membership matrix 
 

 C1 C2 C3 

S1 0.862    * 0.031 0.106 

S2 0.343 0.597    * 0.059 

S3 0.415 0.076 0.508    * 

S4 0.085 0.026 0.888    * 

S5 0.116 0.846    * 0.037 

S6 0.188 0.742    * 0.069        

S7 0.323 0.047 0.629    * 

S8 0.099 0.032 0.869    * 

S9 0.853    * 0.098 0.047 

S10 0.334 0.509    * 0.156 

       

Table.1 indicates the degree of attachment to each cluster by a 

particular object. Each cluster contains only the stared cells 

where remaining cells indicates the degree of attachment of 

the particular object to the corresponding cluster. The 

classification of the object S2, S3, S7and in S10 falls into 

particular cluster by the minor difference in their distance. 

Fuzzy c-means has been a very important tool for image 

processing in clustering objects in an image. In the 70’s, 

mathematicians introduced the spatial term into the FCM 

algorithm to improved the accuracy of clustering under noise. 

 

6. FUZZY-UCAM  
The fuzzy-UCAM clustering algorithm is a enhanced view of 

UCAM clustering algorithm, in which a degree of 

membership of clusters is incorporated for each data point. 

The centroids of the clusters are computed based on the 

members of the cluster. The random initialization of the 

process of traditional fuzzy c-means algorithms leads to 

cluster error and affects the uniqueness of the cluster. Fuzzy-

UCAM algorithm works to rectify the cluster error and 

increase the uniqueness of Fuzzy C-Means through affinity 

measure. The Fuzzy-UCAM algorithm is outlined below 

Algorithm 4: The Fuzzy-UCAM algorithm 

Input:  D = {d1, d2, d3... dn }              // Set of n data points. 

             S – Threshold value.   

Output:  Resultant Clusters, Degree of membership matrix                     

Fuzzy-UCAM Algorithm Steps:  

1. Set the threshold value T. 

2. Create new cluster structure if it is the first tuple of 

the dataset. 

3. If it is not first tuple compute similarity measure 

with existing clusters. 

4. Get the minimum value of computed similarity S. 

5. Get the cluster index of Ci which corresponds to S. 

6. If S<=T, then add current tuple to Ci. 

7. If S>T, create new cluster. 

8. Continue the process until the last tuple of the 

dataset. 

9. Compute membership matrix for all data points in 

the resultant cluster using the formula (1). 

  

Fuzzy-UCAM algorithm results with unique clusters which 

are free from cluster error. The number of resultant cluster is 

depends up on the threshold value, if the threshold value 

increases then the number of resultant clusters decreases and 

on decreasing, the number of resultant cluster increases. 

Fuzzy-UCAM is implemented on the same sample data as in 

K-Means which yields the following membership matrix as 
shown below          

              

           Table 2. Fuzzy-UCAM membership matrixes 

 

 C1 C2 C3 C4 C5 

S1 0.722  * 0.027 0.042 0.180 0.026 

S2 0.073 0.478  * 0.084 0.291 0.073 

S3 0.888  * 0.012 0.039 0.043 0.015 

S4 0.014 0.017 0.940  * 0.041 0.018 

S5 0.005 0.938  * 0.002 0.047 0.006 

S6 0.033 0.827  * 0.016 0.085 0.037 

S7 0.779  * 0.020 0.091 0.086 0.021 

S8 0.012 0.019 0.978  * 0.004 0.021 

S9 0.000 0.000 0.000 1.000  * 0.000 

S10 0.000 0.000 0.000 0.000 1.000  * 

 

Fuzzy-UCAM clustering algorithm results with the above 

indicated membership matrix. Table.2 indicates the degree of 

attachment to each cluster by a particular object. Consider 

column representation in which each cluster contains only the 

stared values and where the remaining values indicates the 

degree of attachment of other objects to the corresponding 

cluster. On classification of one particular object to a 

particular cluster has the higher degree of membership and  

least significant value towards all other clusters. 

 

 7.  COMPARATIVE ANALYSIS 
The comparative study of K-Means, FCM, UCAM and Fuzzy-

UCAM clustering are shown in the following table. 

 

Table 2. Comparative study on K-Means, Fuzzy C-Means, 

UCAM and Fuzzy-UCAM Clustering algorithm 

 

 Initial  

cluster 

 

Centriod 

 

Threshold 

value 

 

Cluster      

result 

 

Cluster 

Error 

 

K-
Means 

 

K 

 

Initial 
seeds 

 

- 

Depend 
on initial 

seeds 

 

Yes, if 

wrong 

seeds 

 

Fuzzy  

C-

Means 

 

 

C 

 

Initial 

seeds 

 

- 

Depend 

on initial 

seeds 

 

Yes, if 

wrong 
seeds  

 

UCAM 

 

- 

 

- 

 

T 

Depend 

on 

threshold 
value 

 

- 

 

Fuzzy-

UCAM 

 

- 

 

- 

 

T 

Depend 
on 

threshold 

value 

 

- 
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UCAM and Fuzzy-UCAM algorithm produce unique 

clustering only on the bases of affinity measure; hence there is 

no possibility of error in clustering. One major advantage of 

UCAM and Fuzzy-UCAM algorithm is that both rough 

clustering and accurate unique clustering is possible by 

adjusting the threshold value. But in K-Means and FCM 

clustering there is chance of getting error if the initial seeds 

are not identified properly. 

 

8. MEASUREMENTS ON CLUSTER 

UNIQUENESS 
The cluster representation of K-Mean and UCAM are 

illustrated through scatter graph as shown below in which 
each symbol indicates a separate cluster.  

 

 
  

Fig 2 : Clustering through K-Means 

 

 
 

Fig 3: Clustering through UCAM 

 

 In the above graph Fig.3 all the cluster are unique in 

representation compared to K-Means clustering and the dark 

shaded symbols are peculiar objects, based on the application 

it can be projected out otherwise it can be merged with nearby 

cluster by adjusting the threshold value. Both approximate 

clustering and unique cluster can be obtained by increasing 
and decreasing the threshold values. 

 

 

 
Fig 4: Clustering through Fuzzy C-Means 

 

The table .1 and 2 is represented in the following bar chart 

which gives clear view on uniqueness of Fuzzy C-Means and 

Fuzzy-UCAM clustering. Each series indicate the possibility 
of particular data into all possible clusters. 

 

 

 
Fig 5: Clustering through Fuzzy-UCAM 

 

Fig.5 gives the clear visualization on cluster uniqueness 

through Fuzzy-UCAM. If one object is classified into 

particular cluster then the degree of possibility towards other 

cluster is least significant. But in Fuzzy C-Means clustering it 

has the reasonable degree of possibility toward other clusters 

as shown in Fig.4. 
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9.  CONCLUSIONS 
In this paper, new UCAM and Fuzzy-UCAM algorithm is 

used for data clustering and results with fuzzy membership 

matrix. This approach reduces the overheads of fixing the 

cluster size and initial seeds as in K-Means and in FCM. 

UCAM and Fuzzy-UCAM fixes threshold value to obtain a 

unique clustering. The proposed methods improves the 

scalability and reduces the clustering error. This approach 

ensures that the total mechanism of clustering is in time 
without loss in correctness of clusters. 
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