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ABSTRACT 

In this research work, to understand the types of cancer cell 

and attempt to analyses the biopsy slides. In this  method to 

identify cancer parts just using simple technique of isolation 

of insignificant portion of biopsy slide by cancer cell level and 

object level segmentation and classification.  Many features 

used in the cancer cell detection and classification of biopsy 

image are inspired by clinical pathologists as important for 

diagnosis, prognosis and characterization. A large majority of 

these features are features of cell nuclei in biopsy image; as 

such, there is often the desire to segment the image into 

individual cell nuclei and cancer object. In this paper, present 

an analysis of the utility of color Thresholding, adaptive 

Thresholding and watershed method for segmentation of 

cancer cell nuclei for classification of H&E stained 

histopathology image of breast tissue using neural network. 

This paper showing the cell level and object level 

classification performance using these segmented nuclei in a 

benign versus malignant. Results indicate that very good 

segmentation and classification accuracies can be achieved 

with color Thresholding, adaptive Thresholding, watershed 

based segmentation of cancer cell nuclei and cancer objects 

and classification of biopsy image.   
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1. INTRODUCTION 
Breast cancer begins in breast tissue, which is made up of 

glands for milk production, called lobules, and the ducts that 

connect lobules to the nipple. The remainder of the breast is 

made up of fatty, connective, and lymphatic tissue [12].  Most 

masses are beginning, that is, they are not cancerous, do not 

grow uncontrollably or spread, and are not life-threatening.  

Some breast cancers are called in situ because they are 

confined within the ducts (ductal carcinoma in situ) or lobules 

(lobular carcinoma in situ) of the breast. Nearly all cancers at 

this stage can be cured. Many oncologists believe that lobular 

carcinoma in situ (also known as lobular neoplasia) is not a 

true cancer, but an indicator of increased risk for developing 

invasive cancer in either breast [14]. Most cancerous breast 

tumors are invasive, or infiltrating. These cancers start in the 

lobules or ducts of the breast but have broken through the duct 

or glandular walls to invade the surrounding tissue of the 

breast. The seriousness of invasive breast cancer is strongly 

influenced by the stage of the disease; that is, the extent or 

spread of the cancer when it is first diagnosed [21]. Imaging 

techniques play an important role in helping perform breast 

biopsies, especially of abnormal areas that cannot be felt but 

can be seen on a conventional mammogram or with 

ultrasound.  

2.  PREVIOUS WORKS 
The segmentation of cell nuclei on a cell level and object level 

in histopathology image is a very difficult and time 

consuming problem. The main difficulty of the segmentation 

process is due to the incompleteness and uncertainty of the 

information contained in the histopathological image. The 

imperfection of the data acquisition process in the form of 

noise, chromatic distortion and deformity of histopathological 

material caused by its preparation additionally increases the 

problem complexity [8]. The nature of image acquisition and 

the method of scene illumination also affect the image 

luminance and sharpness and quality [19]. Until now many 

segmentation methods have been proposed (Carlotto, 1987; 

Chen et al., 1998; Kass et al., 1987; Otsu, 1979; Su and Chou, 

2001; Vincent and Soille, 1991) but, unfortunately, each of 

them introduces numerous additional problems and usually 

works in practice under given assumptions and/or needs the 

end-user’s interaction/co-operation (Lee and Street, 2000; 

Street, 2000; Wolberg et al., 1993; Zhou and Pycock, 1997) 

[21]. This paper presents a color segmentation, adaptive 

Thresholding and watershed method for breast cancer 

detection and classification. Furthermore, one of the main 

objectives of computer aided biopsy analysis is to minimize 

some of the variability’s that occur as a consequence of the 

manual microscopically inspection of stained slides. In 

addition, computer aided nuclei analysis also has to be 

efficient, since pathologists are unlikely to spend more time 

on evaluating a specimen than that required for the routine 

manual assessments. As already mentioned, in the manual 

assessment of biopsy slides one strategy has been to utilize a 

semi quantitative scheme to make the assessment more 

accurate and more objective.  

3. PROPOSED TECHNIQUE 
Breast cancer detection and classification system adopts an 

adaptive histogram equalization, multi segmentation approach 

and neural network.        

3.1 Cell Level Cancer Detection Algorithm 
In the experiments, different breast cancer tissues and 

different non cancerous breast tissues from different patient 

and normal females are considered. Each of the 24-bit jpg 

image size is 447X600 Pixels. 

Process1.  Detection and classification of cancer cell nuclei in 

H & E stained histopathology image. 
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Algorithm: 

Input: 24-bit color jpg image 

R = Red component value in 24-bit color jpg image 

G = Green component value in 24-bit color jpg image 

B = Blue component value in 24-bit color jpg image 

Output:  24-bit color jpg image 

Begin 

Step1. Open RGB_Image to read 

Step2. Open color thresholding image to write 

Step3. [X Y Z] = RGB_Image size 

Step4. Loop I=0 to X 

           Loop j=0 to Y 

If (50<R<160) 

R=0 

Else 

R=255 

If (0<G<120)  

G=0 

Else 

G=255 

If (120<B<180) 

B=0 

Else 

B=255 

End of loop 

End of loop 

Step5. Add R, G, and B component of image 

End 

 

Process2. Convert the 24-bit color jpg image to 8-bit grey 

scale image after increasing contrast of the biopsy image. 

Algorithm: 

Input: 24-bit color jpg image 

RGB_Image = 24-bit color jpg image 

Grey_Image = 8-bit grey image 

[X Y Z] = 24-bit color jpg image size 

R = Red component value in 24-bit color jpg image 

G = Green component value in 24-bit color jpg image 

B = Blue component value in 24-bit color jpg image 

 

Grey = Intensity Value 

Output: 8-bit grey scale image 

Begin 

Step1. Open RGB_Image to read 

Step2. Open Grey_Image to write 

Step3. [X Y Z] = RGB_Image size 

Step4. Loop I=0 to X 

            Loop J=0 to Y 

Read R, G, B from RGB_Image 

If (R>160) 

R=R*1.5 

If (R>255) R=255 

Else 

R=R/1.5 

If (R<0) R=0 

If (G>150) 

G=G*1.5 

If (G>255) G=255 

Else 

G=G/1.5 

If (G<0) G=0 

If (B>160) 

B=B*1.5 

If (B>255) B=255 

Else 

B=B/1.5 

If (B<0) B=0 

Grey = 0.4 * R+ 0.8 * B +0.48* G 

Write Grey to Grey_Image 

End of loop 

End of loop 

Step5. Close RGB_Image, Grey_Image 

End 

Process3. Convert the resultant 8-bit grey scale image to Bi-

Color Monochrome and Inverse Bi-Color Monochrome image 

after increasing contrast of the biopsy image. 

Algorithm: 

Input: 8-bit grey image 

Grey_Image = 8-bit grey image 

Mono_Image = Bi-Color Monochrome image 

[X Y] = 8-bit grey image size 

Grey = Intensity Value 

Output: Bi-Color monochrome image 

Begin 

Step1. Open Grey_Image to read 

Step2. Open Mono_Image to write 

Step3. Find threshold value 

Step4. [X Y] = Grey_Image size 

Step5. Loop I=0 to X 

           Loop J=0 to Y 

Read Grey from Grey_Image 

If (Grey>160) 

Grey =R*1.5 

If (Grey >255) Grey =255 

Else 

Grey = Grey /1.5 

If (Grey <0) Grey = 0 

Write Grey to Mono_Image 

End of Loop 

End of Loop 

Step6. Close Grey_Image, Mono_Image 

End 

3.2 Object level Cancer detection Algorithm   
In object level cancer detection algorithm use adaptive 

histogram equalization and multi segmentation approach. The 

main steps of the proposed Object level nuclear segmentation, 

Breast cancer detection, Breast cancer tumor classification 

and quantitative assessment of H & E stained Breast biopsy 

Images. The main steps of the breast cancer detection and 

classification algorithm are summarized as follows: 

 Gray Scale Conversion of biopsy image 

 Contrast Limited Adaptive Histogram equalization of 

biopsy image 

 Adjusting Image Intensity of biopsy image 

 Adaptive Thresholding based segmentation & 

Morphological operation in biopsy image 

 Morphological operation in segmented biopsy image 

 Watershed segmentation & Morphological operation in 

previous  step image 

 Blob (Cancer object) labeling 

 Feature extraction of cancer object 

 

Figure 10 show main steps results of breast cancer detection 

and classification process in high resolution histopathology 

image. Figure 10 show object level cancer detection algorithm 

result. 
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Fig 10: Flow chart of the Algorithm result for the cancer object level Quantitative assessment of H & E stained breast biopsy 

3.3 Cancer Tumor Classification Algorithm 
The objective of this study is to classifying diagnosis data of 

breast cancer using feed forward back propagation neural 

network and Levenberg-Marquardt (LM) as the training 

algorithm. In this paper, LM training algorithm is adopted for 

updating each connection weights of units. LM algorithm has 

been used in this study due to the reason that the training 

process converges quickly as the solution is approached. For 

this study, sigmoid, hyperbolic tangent functions are applied 

in the learning process. Feed forward back propagation neural 

network use to classify benign and malignant breast tumor 

(nuclei) in the microscopic image according to nuclei 

characteristic. FNN also classified malignant breast tumor in 

type1, type2, and type3. Feed forward back propagation 

neural network is created by generalizing the gradient descent 

with momentum weight and bias learning rule to multiple 

layer networks and nonlinear differentiable transfer functions. 

Input vectors and the corresponding target vectors are used to 

train feed forward back propagation neural network. Neural 

network train until it can classify the defined pattern. The 

training algorithms use the gradient of the performance 

function to determine how to adjust the weights to minimize 

performance. The gradient is determined using a technique 

called back propagation, which involves performing 

computations backwards through the network. The back 

propagation computation is derived using the chain rule of 

calculus [3]. The input vector is composed of 8 elements 

corresponding characteristic of nuclei. One hidden layers are 

determined empirically to be 20 and the output layer consists 

of 4 neurons. In addition, the transfer functions of hidden and 

output layers are tan-sigmoid and tan-sigmoid, respectively. 

For the training of neural network, the target is four element 

vectors. 

3.4 Training and Testing 
The proposed network was trained with all 1800 tumors 

(Micro objects) data cases. These 1800 cases are fed to the 

FNN with 8 input neurons, one hidden layer of 20 neurons 

and four outputs neuron. When the training process is 

completed for the training data (1800 cases), the last weights 

of the network were saved to be ready for the testing 

procedure. The time needed to train the training datasets was 

approximately 2.60 second. The testing process is done for 

380 cases. These 380 cases are fed to the proposed network 

and their output is recorded.  

Performance plot:  Performance plot show the training 

errors, validation errors, and test errors appears, as shown in 

the training process. Training errors, validation errors, and test 

errors appears, as shown in the following figure 7. 

Confusion Matrix: This figure shows the confusion matrices 

for training, testing, and validation, and the three kinds of data 

combined. The network outputs are very accurate, as you can 

see by the high numbers of correct responses in the green 

squares and the low numbers of incorrect responses in the red 

squares. The lower right blue squares illustrate the overall 

accuracies. The diagonal cells show the number of cases that 

were correctly classified, and the off-diagonal cells show the 

misclassified cases. The blue cell in the bottom right shows 

the total percent of correctly classified cases (in green) and the 

total percent of misclassified cases (in red). The results show 

very good classification in the following figure 8. 

Receiver Operator Characteristic Measure (ROC) Plot: 
The colored lines in each axis represent the ROC curves. The 

ROC curve is a plot of the true positive rate (sensitivity) 

versus the false positive rate (1 -specificity) as the threshold is 
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varied. A perfect test would show points in the upper-left 

corner, with 100% sensitivity and 100% specificity. For this 

problem, the network performs very well. The results show 

very good quality in the following figure 9. 

4. TEST RESULT 
In this techniques, to remove the huge amount of fat, 

connective tissue, and gland tissue from the Cancerous cells 

within the histopathological biopsy image. The cancer stage, 

cancer cell intensity, type of cancer and treatment of cancer 

can only be detected on the basis of orientation of malignant 

cancer cell in compare with normal cells.  

The outputs of algorithms are depicted in the following figure 

for cancerous Figure 1, 2, 3, 4, 5, 6, shows the Cancerous 

tissue.  Figure 1 shows a sample high resolution 

histopathology image. Figure 2 illustrates detected cancer 

cells. Figure 2 show correctly cancer effected object (area) in 

histopathology image.   

The accuracy of classifier is defined as the ratio of the number 

of samples correctly classified to the total number of samples 

tested. The trained network has been tested in the retrieval 

mode, in which the testing vectors are not taking part in the 

training process. We are used the standard multilayered feed 

forward back propagation neural network trained using the 

gradient descent with momentum, resilient back propagation, 

and Levenberg-Marquardt algorithms.  

It produced 99.40% diagnosis accuracy respectively, where   

the 8 features of breast cells are used as input of neural 

network. The overall accuracy of classification in the training, 

validation and testing mode are 99.64, 98.54 and 98.80%. The 

overall accuracy of classification show in the following figure 

7, 8, and 9.  

In figure 2, 3, 4, 5 and 6 all the fat, connective tissue, cancer 

cell and gland tissue are isolated. It is only showing the cancer 

cell parts, which are important to determine the cancer. It is 

depicting the abnormal orientation of cancer malignant.  

Major objective are isolate less significant parts from the 

considerable portion of slide. In figure 2, 3, 4, 5 and 6 totally 

eliminate the insignificant part of the biopsy image. Figure 2, 

3, 4, 5 and 6 show only cancer cells. Given these encouraging 

results, we are confident that an automatic breast cancer 

detection and classification system can be developed to assist 

the pathologists by providing second opinions and alerting 

them to cases that require further attention. 

Table 1 show the result of proposed model used in the 

classification of Breast cancer tumor samples using neural 

network. The overall accuracy of classification in the testing 

mode is 98.80%.  Table 1 list the result of proposed method 

used in the classification of Breast cancer tumor samples in 

benign, malignant and different type malignant.   

Table 1.Performance result of cancer tumor classification 

algorithm 
 

Case study Training 

accuracy % 

Validation 

accuracy % 

Testing 

accuracy % 

Benign 99.32 98.56 98.80 

Type1 

malignant 

99.20 98.58 98.82 

Type2 

malignant 

99.60 98.32 98.76 

Type3 

malignant 

99.20 98.50 98.82 

Table 2 show total performance of the classification algorithm 

was evaluated by computing the percentages of Sensitivity 

(SE), Specificity (SP) and Accuracy (AC); the respective 

definitions are as follows: 

 

SE=TP/ (TP+FN)*100                                                          (1) 

 

SP=TN/ (TN+TP)*100                                                          (2) 

 

AC= (TP+TN)/ (TN+TP+FN+FP)*100                                (3) 

 

Where TP is the number of true positives, TN is the number 

of true negatives; FN is the number of false negatives, and FP 

is the number of false positives. Since it is interesting to 

estimate the performance of classifier based on the 

classification of benign and malignant breast cell nuclei, the 

true positives (TP), false positives (FP), true negatives (TN), 

and false negatives (FN) are defined appropriately as shown 

below: 

FP: Predicts benign as malignant. 

TP: Predicts malignant as malignant. 

FN: Predicts malignant as benign 

TN: Predicts benign as begin. 

 

Sensitivity, specificity and accuracy of prediction have been 

calculated according to the above formals for all of the testing 

data (380 micro object cases). Table 2 shows the resulted SE, 

SP and AC for testing data of the proposed networks. 

 

Table 2.Performance results after tasting of the cancer 

tumor classification algorithm 

 

No of 

cases 

Sensitivity Specificity Accuracy 

380 99.64% 98.54% 98.80% 

 
The overall accuracy of classification in the training, 

validation and testing mode are 99.34%, 99.54% and 98.80%. 

The proposed cancer cells detection and classification system 

gives fast and accurate detection and classification of  cancer 

cells. 

 

 
 

Figure1. Histopatholgical biopsy image 
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Figure2. Cancer cell detected color image 

 

 

 

Figure3. Cancer cell detected gray image 

 

 

 

Figure4. Cancer cell detected Bi-color image 

 

 
Figure5. Cancer cell detected color image 

 

 

Figure6. Cancer cell detected classified image 

 

5. CONCLUSION 
It can be very difficult to decide cancer cell and normal cell. It 

has been demonstrated that the comprehensive set of cell level 

features used herein are versatile and general enough to elicit 

important information from segmented cell nuclei. This was 

demonstrated with cell level classification performance for 

ground truth nuclei and for several nuclear segmentations. 

This paper presented a color thresholding, adaptive 

thresholding and watershed based cell level segmentation 

method for automatic breast cancer detection and 

classification of histopathological images. The individual 

cancer cells are detected and classified in the high resolution 

image frames. FNN has been implemented for classification 

of cancer cells (micro object) of breast cancer tumor. The 

overall accuracy of classification in the training, validation 

and testing mode are 99.64, 98.54 and 98.80%. We are 

concluding that that the proposed system gives fast and 

accurate cancer cell detection and classification of breast 

tumor. Given the encouraging test results, we are confident 

that an automatic detection and classification system can be 

developed to assist the pathologists by providing second 

opinions and alerting them to cases that require further 

attention.  
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Figure7. Performance plot 

 

 

 

 

 

     Figure8. Confusion matrix 

 

                         Figure9. ROC Plot  

 

 


