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ABSTRACT 

Since, number of users are increasing exponentially so proper 

analysis of such data by devising efficient algorithms is essential 

which ultimately helps in determining the life time value of 

customers and judging the effectiveness of promotional 

campaigns as well. Better services and quality can be provided 

by mining the web access log files. In this paper,we have shown 

that with the help of clustering techniques, Self Organized 

Feature Maps and K-Means useful knowledge is extracted. We 

have also proposed to derive the interest and behavior of a 

significant group of users by applying the concept of “Aggregate 

Usage Profile”. Further, this technique has been used for looking 

frequently accessed pages for recommendations.  

Keywords 
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1. INTRODUCTION 
Web Usage Mining [7, 8, 13, 15] discovers meaningful patterns 

from data generated by Client-Server transactions. Web Usage 

Mining research mainly focuses on the data from the Web server 

side. The logs are pre-processed to group requests from the same 

user into sessions. A session contains the requests from a single 

visit of a user to the Web site. During the pre-processing, 

irrelevant information for Web Usage Mining such as 

background images and unsuccessful requests are ignored. The 

users are identified by the IP addresses in the log and all 

requests from the same IP address within a certain time-window 

are put into a session. Clustering of similar sessions help in 

doing study of the users having similar interests by using which 

groups of web pages can be recommended to users of a similar 

category. 

We have organized the research work into seven 

sections.Section 2 deals with literature review of research work 

done related to K-means and SOM clustering techniques and 

step wise procedure of Web Usage Mining. Section 3, discusses 

about SOM and K-Means clustering techniques used for Web 

Usage Mining. In Section 4, Aggregate Profiling with pageview-

weight pairs is addressed. In section 5, there is a discussion on 

implementation part of the said problem. Section 6consists of 

analysis of results. Finally, Section 7 concludes thepaper along 

with future research prospects. 

2. LITERATURE REVIEW  
Jianhan [22] in the year 2002 used the Citation Cluster 

Algorithm that constructs a conceptual hierarchy of the web site. 

Borges and M-Levene [23] suggested a dynamic clustering 

based method in the year 2004 that represented a collection of 

user web navigation sessions. Self-Organizing Feature Maps 

were used by Paola Britos, Damian Mastinelli, Herman Merlino, 

Raman Gracia, and Martinez [3] in the year 2007 to compare 

results on two different web sites and also detailed the 

transformations necessary to modify the data storage in the web 

server log files. Mehrdad Jalali, Norwati Mustspha, Ali Mamat, 

Md. Nasir B. Suleiman [24] in 2008 applied graph partitioning 

to establish an undirected graph based on connectivity between 

each pair of  web pages and also proposed formulas for 

assigning weights to edges of the graph. A web based 

recommender system was developed by Mehdi, Hosseini [25] in 

the year 2008 to predict user’s intention and their navigation 

behaviors. Chu-Hui Lee, Yu-Hsiang Fu [26] predicted users 

browsing behavior and improved the two level prediction 

models to achieve higher hit ratio by using Hierarchical 

Agglomerative Clustering in 2008. Kobra Etminani 

Mohammad-R, Akbarzadeh-T, Noorali Raeeji Yanehsari [27] 

extracted frequent patterns for pattern discovery and displayed 

the results in an interpretable format by applying ant based 

clustering algorithm. Illustration of how to use DTS, T-SQL and 

other tools under SQL server 2000 to realize data transfer, 

cleaning, user recognition, session recognition and usage of 

OLAP as well as DM to realize mode discovery and mode 

analysis was studied and applied by De Min Dong[28] in 2009. 

In 2010 N. Sujatha, K. Iyakutty [29] modified the iterative K-

Means algorithm converging it to a better local minimum 

byproposing a GA based refinement algorithm to improve 

cluster quality. 
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2.1 Web Usage Mining 
Web usage mining [7, 8, 13, 15, 5, 18] includes the following 

five major steps: 

1. Data Collection: By collecting data from web server logs, 

proxy server logs, cookies and meta data integrity and 

authenticity of data is maintained. In this paper the data used 

is web server log data which has 5999 entries and can be 

found at www.vtsns.edu.rs. 

2. Data Pre-processing: This step includes transformation of 

web log data by cleaning and structuring data to prepare for 

pattern extraction. Pre-processing in our work has been done 

by the sawmill tool.       

3. Pattern Discovery:  Patterns of interest could be extracted 

using techniques such as statistical analysis, association 

rules, clustering, classification, sequential pattern detection 

and dependency modeling. Our focus in this paper is on 

clustering [10] techniques SOM and K-Means.  

4. Pattern Analysis [4]: Elimination of rules that are irrelevant 

and analysis of extracted patterns using techniques such as 

visualization, OLAP, data and knowledge querying or 

usability analysis. In our paper, pattern analysis is done 

using Aggregate Usage Profile.  

5. Applications: After generating [17] analyzed patterns by 

using some efficient method leads to providing 

recommendations for the browsing process, personalization 

of web sites and improvement of web site designs. 

 

3. INTRODUCTION TO SELF           

      ORGANIZING FEATURE MAPS AND  

      K-MEANS ALGORITHM 
SOM [1, 2, 3] is a kind of unsupervised learning technique of 

Neural Networks [1, 2, 3, 14] which helps in reducing the high 

dimensional data into low dimensional data and visualizes that. 

Based on competitive learning principles, SOM helps in 

clustering data together for analysis and in clustering similar 

sessions together. By analyzing these clusters we can find 

frequently accessed pages by a set of similar users. 

3.1 SOM Algorithm 
1. Assign random values to weight vectors of a neuron. 

2. Provide an input vector to the network. 

3. Traverse each node in the network  

a) Find similarity between the input vector and the 

network’s node's weight vector using Euclidean Distance. 

b) Find the node that produces the smallest distance which is 

the Best Matching Unit (BMU) 

4. Update the nodes in the neighborhood of BMU by changing  

the weights using the following equation:  

𝑊𝑣 𝑡 + 1 = 𝑊𝑣 𝑡 + 𝛩(𝑡)𝛼(𝑡)(𝐷 𝑡 − 𝑊𝑣 𝑡 ) 

Where, 

 t denotes current iteration 

 λ is the limit on time iteration 

 Wv is the current weight vector 

 D is the target input 

 𝞗(t) is the neighborhood function 

In this algorithm neighborhood function has been 

derived using Gaussian function. 

 α(t) is learning rate due to time 

 

5. Increment t and repeat from step2 while t< λ. 

The k sessions and the set of m unique URLs are the input to the 

SOM network. The input is represented by a two dimensional 

matrix of order m x k.  

3.2 K-means Algorithm 
K-means [3, 29] is also considered to be one of the important 

tools for clustering problems. 

K-means works using the following steps: 

1. Place K objects points into the space that are to be clustered.    

object points always represent initial group centroids. 

2. Assign each object point to the group that has the closest 

    centroid. 

3. When all object points have been assigned, re-calculate the  

    positions of the K centroids. 

4. Repeat Steps 2 and 3 until the centroids no longer move. This 

produces a separation of the object points into groups from 

which the metric to be minimized can be calculated. 

   The algorithm aims to minimize an objective function:  

 

𝐽 =   ||𝑥𝑖
(𝑗 )

𝑖=1𝑗=1

− 𝑐𝑗 ||2 

Where ǁ𝑥𝑖
(𝑗 )

− 𝑐𝑗 ǁ
2

is a chosen distance measure between a 

data point and the cluster centre. It is an indicator of the distance 

of the n data points from their respective cluster centers. 

4. AGGREGATE USAGE PROFILE 
The useful information gained from the web log data by 

applying SOM and K-means represent user segments based on 

various attributes. The transaction clusters obtained are not an 

effective means of capturing aggregated view of common user 

patterns.  Our approach creates an aggregate view of each 

cluster to compute the centroid of URLs in each cluster. The 

dimension value for each pageview is computed by finding the 

ratio of the sum of the pageview weights across sessions to the 

total number of sessions in the cluster. Given a transaction 

cluster cl, Aggregate Profile as a set of pageview-weight pairs is 

computed as follows: 

 

𝑝𝑟𝑐𝑙 = { 𝑝, 𝑤𝑒𝑖𝑔ℎ𝑡 𝑝, 𝑝𝑟𝑐𝑙  𝑙 𝑤𝑒𝑖𝑔ℎ𝑡 𝑝, 𝑝𝑟𝑐𝑙 ≥  𝜇} 

Where 

𝑤𝑒𝑖𝑔ℎ𝑡 𝑝, 𝑝𝑟𝑐𝑙  =  
1

 𝑐𝑙 
 ∑𝑤 𝑝, 𝑠 ; 𝑠 𝜀 𝑐𝑙 

http://en.wikipedia.org/wiki/Euclidean_distance
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lcll is the number of transactions in cluster cl; w(p, s) is the 

weight of page p in session vectors s of cluster cl and µ is used 

to focus only on those pages in the cluster that appear in 

sufficient number of vectors in the cluster. These aggregate 

representations can be used for predictive modeling and in 

applications such as recommender systems [11]. 

5. IMPLEMENTATION 

5.1 Data Set 
Data used in the experiment is taken from a log file containing 

information about all web requests to an institution’s official 

website on November 16, 2009. Each line in the web usage log 

file contains the following information like date/time of request, 

hit type, page, hostname, referrer, server domain, authenticated 

user, server response, page views, size etc. The raw web log file, 

we used for the experiment contained 5999 web requests. This 

file can be found at http://www.vtsns.edu.rs/maja/vtsnsNov16.  

5.2 Data Preparation and Session 

Identification 
To prepare the web log data [19] for the mining process, it needs 

to be cleared of irrelevant requests; and transformed to a format 

that can be fed into the clustering algorithm. For pre-processing 

and creation of sessions we used a tool called Sawmill. Sawmill 

is a software package for pre-processing, session creation, 

statistical analysis and reporting of log files. It has been 

developed by Flowerfire Inc. in 1998 in the C language and has 

the capability to work on various different platforms. Sawmill 

[21] computes session information by tracking the page, 

date/time, and visitor id for each page view. When a session 

view is requested, it processes all of these page views at the time 

of the request. Sawmill groups the hits into initial sessions based 

on the visitor id by assuming that each visitor contributes to a 

session. In the next step sorting by time is performed for a click-

by-click record of each visitor. A session timeout interval of 30 

minutes is considered for generating final sessions and sessions 

longer than 2 hours are eliminated. 

5.3 Transforming the file format 
The sessions that were generated using sawmill were integrated 

together into a matrix where the rows define the sessions and the 

columns the URLs. The matrix was encoded using scripts 

written in the tcl language in the following format: 

URLs 

Session ID 

X1 X2 ... X43 Label 

1 1  0   Session1 

2     Session2 

N     Session n 

The above matrix has entries 0 or 1 depending on the following 

conditions: 

i) 1 if the page Xi has been accessed in the session id j. 

ii) 0 if the page Xi has not been accessed in the session id j. 

 

6. EXPERIMENTAL RESULTS  
The raw web log file we used for the experiment contained 5999 

web requests. Using the Sawmill tool on our web log data led to 

the creation of sessions and 110 unique URLs. 72.9% of the 

total sessions were exported into a .csv format with the help of 

scripts in tcl language as rest of the sessions had only either one 

or two page views. Further we optimized our matrix and 59.1% 

of the sessions and 43 unique URLs were used for 

experimentation. The optimization was performed on the basis 

of sessions having less than 3 pageviews and pages that were 

viewed 5 or less than 5 times have been removed. The optimized 

matrix was used for clustering using the Self-Organizing Feature 

Maps and K-Means algorithms. We used the Spice-SOM [30] 

tool and SPSS software for implementation of the respective 

algorithms. Applying the two algorithms we can see that clusters 

with similarity among sessions have been obtained and can be 

used for prediction of pages to a user of similar interests. 

Clusters of sizes 10, 15 and 20 were generated using both the 

techniques to study the variation in percentage sessions lying in 

each cluster. Further, we applied aggregate usage profile to 

calculate the weights of pages lying in a single cluster. The 

threshold value µ was taken as 0.3 to from groups of URLs that 

can be recommended to a set of similar users. 

6.1 Results 
We apply the two techniques of SOM and K-Means and study 

the distribution of sessions by varying the number of clusters as 

10, 15 and 20. 

Fig 1: Percentage sessions using K-Means with K=10 
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Fig 2: Percentage sessions using SOM with output matrix       

5 x 2 

Fig 3: Comparison of number of session’s for 10 clusters 

using SOM and K-Means 

Fig 4: Percentage sessions using K-Means with K=15  

Fig 5: Percentage sessions using SOM with outputmatrix 5 x 

3 

 

 
Fig 6: Comparison of number of session’s for 15 clusters 

using SOM and K-Means 

Fig 7: Percentage sessions using K-Means with K=20 
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Fig 8: Percentage sessions using SOM with output matrix        

5 x 4 

Fig 9: Comparison of number of session’s for 20 clusters 

using SOM and K-Means 

In the above graphs figure 1 and 2 depict the percentage sessions 

in the clusters using SOM and K-Means for number of clusters 

being 10. Figure 4 and 5 depict the percentage sessions in the 

clusters using SOM and K-Means for number of clusters being 

15. Figure 7 and 8 depict the percentage sessions in the clusters 

using SOM and K-Means for number of clusters being 20. 

Figure 3, 6 and 9 represent the comparison of number of 

session’s for 10, 15 and 20 clusters respectively using SOM and 

K-means. By observation as the value of K increases, the 

distribution of sessions almost remains similar in K-Means 

where a few clusters have very large number of sessions and the 

rest of the clusters have very few sessions in them. The SOM 

algorithm has some clusters with zero sessions in it as the value 

of K increases. Now by applying Aggregate Usage Profile on 

the clusters obtained by SOM and K-means algorithms we get 

the following results. 

 

 

Table 1: Aggregate Usage Profile for cluster 13 with 

pageview and weights using SOM 

Pageview Weight 

X1 1.00 

X2 1.00 

X3 1.00 

X7 0.66 

X8 0.66 

X9 0.33 

X10 0.33 

X13 0.33 

X14 0.33 

X21 0.33 

X23 0.33 

X27 0.33 

 

Fig 10: Recommendations using aggregate usage profile 

from cluster 13 of 5x4 output distribution using SOM 

Table 2: Aggregate Usage Profile for cluster 15 with 

pageviewand weights using K-Means. 

Pageview Weight 

X1 1.00 

X19 0.67 

X21 0.33 
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X40 0.44 
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Fig 11: Recommendations using aggregate usage profile 

from cluster 15 out of 20 clusters using K-Means 

 
Fig 12: Comparison of number of recommendations using 

SOM and K-Means for 20 clusters 

 
Fig 13: Comparison of number of recommendations using 

SOM and K-Means for 15 clusters 

 

 
Fig 14: Comparison of number of recommendations using 

SOM and K-Means for 10 clusters 

Figure 10 and 11 above represent the recommendations using 

Aggregate Usage Profile for cluster 13 and 15 along with their 

weights and URL’s names. Figure 12, 13 and 14 display the 

comparison of the number of recommendations using SOM and 

K-means for 20, 15 and 10 clusters respectively.  In summary, 

the graphs above show that Aggregate Usage Profile that was 

applied on clusters obtained from SOM and K-Means techniques 

can be an effective way for personalization on the basis of pages 

viewed by the users for recommendation. We can see that 

Aggregate Usage Profile captures relevant patterns that can be 

used for usage based recommendations. 

 

7. CONCLUSION AND FUTURE WORK 
The number of recommendations obtained using K-Means is 

very large with an anomaly that all the recommendations are 

part of a single session as the Aggregate Usage Profile values 

are 1 for almost all recommended URLs. Whereas Aggregate 

Usage Profiles for URLs obtained using SOM are better in terms 

of recommendation because theirAggregate Profile values lay 

between 0.33 and 0.89; indicating that more number of sessions 

have the same URLs (users with similar interests). By 

observation it is found that the recommendation process is better 

using SOM as compared to K-Means in terms of Aggregate 

Usage Profiling. 

 In future, we will work on the complexity and performance of 

recommendations generated along with the usage of other Web 

Usage Mining clustering algorithms to generate better 

Aggregate Usage Profiles with voluminous data sets; and 

develop algorithms to enhance and compare the performance of 

clustering processes on the basis of various index values by 

removing unwanted clusters.  
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