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ABSTRACT 

Spatial Data mining is one of the challenging field in data 

mining.  The explosive development of spatial data and common 

use of spatial databases   highlight the need for the automated 

detection of spatial knowledge. Computing data mining 

algorithms such as clustering on massive spatial data sets is still 

not feasible nor efficient today. In this research first we 

elaborate a study on data clustering, particularly on spatial data 

clustering.  Here we introduce a k-means algorithm that is based 

on the data stream paradigm. Some of the existing classical 

clustering algorithm and the proposed BPNN were tested with 

UCI repository datasets for spatial data clustering and 

classification. Several tests were made on the system and overall 

significant results were achieved.  Proposed method is an 

influential tool for the classification of multidimensional spatial 

data sets.  
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1. INTRODUCTION 
The Landsat satellite data is one of the many sources of 

information available for a scene. The interpretation of a scene 

by integrating  spatial data of diverse types and resolutions 

including multispectral and radar data, maps indicating 

topography, land use etc. is expected  to assume significant 

importance with the onset of an era characterized by integrative 

approaches to remote sensing. Clustering of data is a difficult 

problem that is related to various fields and applications. 

Challenge is greater, as input space dimensions become larger 

and feature scales are different from each other.  Existing 

statistical methods are ill-equipped for handling such diverse 

data types such as spatial data. Note that this is not true for 

Landsat MSS data considered in isolation (as in this sample 

database). This data satisfies the important requirements of 

being numerical and at a single resolution, and standard 

maximum-likelihood classification performs very well. 

Consequently,  for this data, it should be interesting to 

compare the performance of other methods against the statistical 

approach. Major drawbacks have to be tackled, such as curse of 

dimensionality and initial error propagation, as well as 

complexity and data set size issues. So in this research, we are 

going to study the performance of some of the classical 

clustering algorithm for spatial data clustering and will derive a 

hybrid model for better spatial data clustering. 

2. CLUSTERING APPROACHES IN 

SPATIAL DATA MINING 
Classification algorithms rely on human supervision to train it to 

classify data into pre-defined categorical classes. For example, 

given classes of patients that corresponds to medical treatment 

responses; identify most responsive forms of treatment for the 

patient. 

There are so many methods for data classification. Generally the 

selection of a particular method may depend on the application. 

The selection of a particular methodology for data classification 

may depend on the volume of data and the number of classes 

present in that data. Further, the classification algorithms are 

designed in a custom manner for a specific purpose to solve a 

particular classification scenario. 

3. RECENT WORKS IN SPATIAL DATA 

CLUSTERING 
Kharin. Y. S,  zhuk. E. E. [3], were investigated the problem of 

cluster analysis of discrete (multinomial) random observations, 

assuming the presence of outliers in the sample. They further 

proposed a robust decision rule based on the truncation principle 

and demonstrated that the robust algorithm essentially improves 

the clustering performance approximately twofold. MATHER. 

L. A. [4], an application of linear algebra to text clustering, a 

metric for measuring cluster quality was described. The metric 

was based on the theory that cluster quality is proportional to the 

number of terms that are disjoint across the clusters.  

Vaithyanathan [5], presented an approach to model-based 

hierarchical clustering by formulating an objective function 

based on a Bayesian analysis.  

Polanco. X [6], suggested using artificial neural networks for 

mapping of science and technology as a multi-self-organizing 

maps approach.  They proposed the Kohonen self-organizing 

map (SOM) for clustering and mapping according to a multi 

maps extension.  

Clustering of spatial data using random walks was done by 

Koren.Y. and Harel. D. They argued that discovering significant 

patterns that exist implicitly in huge spatial databases is an 

important computational task, a common approach to this 

problem is to use cluster analysis.  

Cluster-Rasch models for micro array gene expression data were 

developed by Li, Hongzhe And Hong, Fangxin [7].  

Dudoit [8], devised a prediction-based resampling method for 

estimating the number of clusters in a dataset. Micro array 

technology is increasingly being applied in biological and 
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medical research to address a wide range of problems, such as 

the classification of tumors.  

The clustering property of corner transformation for spatial 

database applications was designed by Ju-Won Song [9], Spatial 

access methods (SAMs) are often used as clustering indexes in 

spatial database systems.  

Vishwanathan [10], worked on Kernel enabled K-means 

algorithm. They presented a novel method to learn arbitrary 

cluster boundaries by extending the k-means algorithm to use 

Mercer kernels.  

 Chen, c [11], conducted two case studies for visualizing and 

tracking the growth of competing paradigms. They demonstrated 

the use of an integrative approach to visualize and track the 

development of scientific paradigms..   

 Paulo Gonçalves [13], the goal is to achieve an automatic pixel 

level classification using a Support Vector Machine (SVM) 

learning approach.  

 Nana Liu [15], With more applications of multispectral remote 

sensing images, how to effectively and correctly make 

automated classification of multispectral images is still a great 

challenge.. 

 An image segmentation system is proposed for the 

segmentation of color image based on neural networks, G. Dong 

& M. Xie[16].  

 Xueping Zhang [18], Spatial clustering with obstacles 

constraints (SCOC) has been a new topic in spatial data mining 

(SDM).  

 Spatial image mining for soil classification using diversified 

domains like Digital Image Processing, Neural Networks, and 

Soil fundamentals [19]. The three most important algorithms 

used in implementation are Back Propagation Network (BPN), 

Adaptive Resonance Theory 1 (ART) and Simplified Fuzzy 

ARTMAP for soil classification as well as spatial image 

recognition. 

 

4. PROPOSED SYSTEM’S 

METHODOLOGY AND DESIGN 
In general, clustering methods may be divided into two 

categories based on the cluster structure, which they produce. 

The non-hierarchical methods divide a dataset of N objects into 

M clusters, with or without overlap.  These methods are 

sometimes divided into partitioning methods, in which the 

classes are mutually exclusive, and the less common clumping 

method, in which overlap is allowed. Each object is a member of 

the cluster with which it is most similar, however the threshold 

of similarity has to be defined. The hierarchical methods 

produce a set of nested clusters in which each pair of objects or 

clusters is progressively nested in a larger cluster until only one 

cluster remains. The hierarchical methods can be further divided 

into agglomerative or divisive methods. 

 

4.1 The Normal K-Mean Algorithm 
K-Means algorithm is very popular for data clustering. The 

Algorithm goes like this 

Step1: Select k Center in the problem space (it can be random). 

Step2: Partition the data into k clusters by grouping points that 

are closest to those k centers. 

Step3: Use the mean of these k clusters to find new centers. 

Step4: Repeat steps 2 and 3 until centers do not change. 

This algorithm normally converges in short iterations. 

 

4.2 Proposed Neural Network Architecture 
The following diagram illustrates the proposed multi-layer 

neural network design which is going to be used in this project 

[31]. An elementary neuron with R inputs is shown in Fig 2. 

Each input is weighted with an appropriate w. The sum of the 

weighted inputs and the bias forms the input to the transfer 

function f. Neurons can use any differentiable transfer 

function f to generate their output. 

 

 
Figure 1: Multi Layer Neural Network Architecture 

 

An actual algorithm for a 3-layer network: 

#Create the network with 4 inputs, 1 hidden layer with 4 

neurons, and 2 outputs 

 net =Ai4r:: NeuralNetwork::Backpropagation.new([4, 5, 2])   

         # Train the network 

      2000. times do | i |  

             net.train(example[i], result[i]) 

  end 

 

4.3 Proposed System Design 

 
Figure2. Proposed Evaluation Strategy 

 

5. IMPLEMENTATION AND RESULTS 
The proposed system has been implemented and the 

performance of the classification algorithm was tested with the 

spatial dataset   called “UCI Landsat Multi-Spectral dataset“. 

5.1 About the UCI Datasets 
The database consists of the multi-spectral values of pixels in 

3x3 neighborhoods in a satellite image, and the classification 

associated with the central pixel in each neighborhood. The aim 
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is to predict this classification, given the multi-spectral values. 

In the sample database, the class of a pixel is coded as a number. 

This database was generated from Landsat Multi-Spectral 

Scanner image data. These and other forms of remotely sensed 

imagery can be purchased at a price from relevant governmental 

authorities. The data is usually in binary form, and distributed on 

magnetic tape(s). 

5.1.1 Main Interface 
The following interface was created for altering various 

parameters during the evaluation of the algorithm.  

 
Figure 3:   Main Interface Design 

In Fig 3, the buttons labeled 1 and 2 is used to load the UCI 

spatial training and testing data. Buttons labeled 3a, and 4a were 

used to cluster the data with different methods. Buttons labeled 

3b and 4b were used to classify the data using the previously 

trained clusters with different methods. 

5.1.2 Description of the Data 
One frame of Landsat MSS imagery consists of four digital 

images of the same scene in different spectral bands. Two of 

these are in the visible region (corresponding approximately to 

green and red regions of the visible spectrum) and two are in the 

(near) infra-red. Each pixel is a 8-bit binary word, with 0 

corresponding to black and 255 to white. The spatial resolution 

of a pixel is about 80m x 80m. Each image contains 2340 x 3380 

such pixels. The database is a (tiny) sub-area of a scene, 

consisting of 82 x 100 pixels. Each line of data corresponds to a 

3x3 square neighborhood of pixels completely contained within 

the 82x100 sub-area. Each line contains the pixel values in the 

four spectral bands (converted to ASCII) of each of the 9 pixels 

in the 3x3 neighborhood and a number indicating the 

classification label of the central pixel. 

The number is a code for the following classes: 

Number  Class 

1                red soil 

2             cotton crop 

3                grey soil 

4           damp grey soil 

5  soil with vegetation stubble 

6             mixture class (all types present) 

7       very damp grey soil 

There are no examples with class 6 in this dataset. 

The data is given in random order and certain lines of data have 

been removed so you cannot reconstruct the original image from 

this dataset. 

Number of Examples In the dataset 

Training set     4435 

Test set         2000 

Number of Attributes in each record 

36 (= 4 spectral bands x 9 pixels in neighborhood) 

Sample Data:  

For Example, the following two records belong to class 4 and 3. 

68 94 94 79 76 94 111 79 80 98 106 83 71 83 87 70 76 91 91 74 

76 95 104 81 67 75 85 71 67 75 96 79 75 83 96 83 4 

80 94 102 83 80 102 111 87 84 106 115 91 84 103 104 85 84 

103 108 85 88 107 118 88 79 99 104 83 84 99 113 87 84 99 109 

87 3  

In each line of data the four spectral values for the top-left pixel 

are given first followed by the four spectral values for the top-

middle pixel and then those for the top-right pixel, and so on 

with the pixels read out in sequence left-to-right and top-to-

bottom. Thus, the four spectral values for the central pixel are 

given by attributes 17, 18, 19 and 20. If you like you can use 

only these four attributes, while ignoring the others. 

 

5.1.3 Evaluation Results 
Step 1:  loading the Training and Testing Data 

Loading the Training data..... 

The Total Training Records Loaded: 500 

The First Ten Sample Records of UCI Spatial Training Data 

92 115 120 94 84 102 106

 79 84 102 102 83 101

 85 84 103 104 81 102

 126 134 104 88 121 128

 100 84 107 113 87    Class : 3 

--------------------------- 

Loading the Testing data..... 

The Total Testing Records Loaded: 500 

The First Ten Sample Records of UCI Spatial Test Data 

80 102 102 79 76 102 102

 79 76 102 106 83 76

 88 80 107 118 88 79

 107 109 87 79 107 109

 87 79 107 113 87   Class : 3 

…. .. ………….. 

Step 2: Clustering and Classification using k-means 

Clustering the Training Data (Button 3a) 

Clustering the UCI Spatial data using k-Means Algorithm 

The Time Taken for Clustering: 1.1250 sec 

The Accuracy of Clustering 

                 The Sensitivity: 56.67 

                 The Specificity: 100.00 

                 The Accuracy    : 94.80 

                 The Rand Index   : 0.73 

Classifying the Testing Data using previous Cluster Centers 
(Button 3b) 

Classifying the UCI Spatial data using k-Means Algorithm 

The Time Taken for Classification: 0.0150 sec 

The Accuracy of Classification 

                 The Sensitivity: 90.60 

                 The Specificity: 100.00 

                 The Accuracy    : 97.80 

                 The Rand Index   : 0.84 

Step3: Clustering and Classification using BPNN 

Training the ANN with training data (Button 4a) 

Clustering the UCI Spatial data using BPNN 

TRAINGDX, Epoch 0/1000, MSE 0.142439/0.01, Gradient 

0.5829/1e-006 
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TRAINGDX, Epoch 100/1000, MSE 0.0291814/0.01, Gradient 

0.01241/1e-006 

TRAINGDX, Epoch 200/1000, MSE 0.0231053/0.01, Gradient 

0.0209676/1e-006 

TRAINGDX, Epoch 300/1000, MSE 0.0220311/0.01, Gradient 

0.042881/1e-006 

TRAINGDX, Epoch 400/1000, MSE 0.0213853/0.01, Gradient 

0.048597/1e-006 

TRAINGDX, Epoch 500/1000, MSE 0.0206704/0.01, Gradient 

0.0235075/1e-006 

TRAINGDX, Epoch 600/1000, MSE 0.0202969/0.01, Gradient 

0.0148538/1e-006 

TRAINGDX, Maximum epoch reached, performance goal was 

not met. 

 
Figure 4: Clustering and Classification using BPNN 

The Time Taken for Clustering: 7.2190 sec 

The Accuracy of Classification with BPNN  

                 The Sensitivity: 96.67 

                 The Specificity: 99.77 

                 The Accuracy    : 99.40 

                 The Rand Index   : 0.95  

 

 
Figure 5: Proposed BPNN Architecture 

 

Testing the BPNN with testing Data (Button 4b) 

Classifying the UCI Spatial data using BPNN 

The Time Taken for Classification: 1.2500 sec 

The Accuracy of Classification with BPNN  

                 The Sensitivity: 96.58 

                 The Specificity: 99.74 

                 The Accuracy    : 99.00 

                 The Rand Index   : 0.91 

 

5.1.4 The Comparative Results 
 

 
Figure 6: Classification by K-Means 

 

 
Figure 7: Classification by BPNN 

 

 
Figure 8: Sensitivity, Specificity, Accuracy of K-Means and 

BPNN 

 

Table1: The Performance in terms of Rand Index 
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Figure 9: Data Size vs. Performance of k-means,   ANN 

 

 
Figure 10: Average Performance of k-means, ANN 

 

6. CONCLUSION 
The average accuracy of classification has been measured using 

the metrics Rand index as well as Sensitivity, Specificity and 

Accuracy.   As shown the performance graphs in the previous 

section, the transformation of data using BPNN leads to better 

accuracy of clustering and classification. The results proves that 

the traditional methods like k-means clustering will not give 

better accuracy in the case of spatial data due to its nature of 

complexity and dimensionality. The arrived results were 

significant and comparable. This makes the proposed method as 

a simple and powerful tool for the classification of 

multidimensional spatial data sets and to reduce the 

dimensionality. 
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