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ABSTRACT  
Vector quantization is a classical quantization technique from 

signal processing which allows the modeling of probability 

density functions by the distribution of prototype vectors. It was 
originally used for data compression. It works by dividing a large 

set of points (vectors) into groups having approximately the same 

number of points closest to them. Each group is represented by its 

centroid point, as in clustering algorithms. 

 
Vector Quantization is a technique of compressing data based on 

grouping blocks having similar data. These blocks are called Code 

Vectors and all the code vectors grouped together is called a 

Codebook. The key to VQ data compression is a good codebook. 

In order to reduce bandwidth overhead it is necessary to generate 
Global Codebook for a particular class of images.  Otherwise 

local codebook has to be transferred every time before the 

transmission of image. In this paper various global codebook 

generation algorithms for vector quantization for color images are 

presented.  
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1. INTRODUCTION 

1.1 Vector Quantization:- 
Images are used for a communication from ancient age and  

because of the rapid technological growth and the usage of the 

internet today storage and transmission of digital data/image is 

possible today. Also the transmission of multimedia applications 
over the web is increasing day by day. The multimedia 

applications consist of mainly speech, images, and videos. These 

applications requires large amount of data resulting in 

consumption of huge bandwidth and storage resources. 

  
Vector quantization (VQ) [1]-[3] is  an efficient technique for data 

compression and has been successfully  used in various 

applications involving VQ-based encoding and VQ based 

recognition. The response time is very  important factor for real 

time application [1]. Many type of VQ, such as classified VQ [9], 
[10], address VQ [9], [11], finite state VQ[9], [12], side match 

VQ[9], [13], mean-removed classified VQ[9], [14], and predictive 

classified VQ[9], [15], have been used for various purposes 

 

Vector Quantization (VQ) is a compression technique based on 
grouping blocks of information based on the similarity of their 

values. There is a loss of quality while using VQ, but this is duly 

compensated by the significant savings achieved by this 

compression method. VQ leads to formation of Codebooks. These 

Codebooks are a subset of the blocks derived from the data. It is 
an iterative method of clustering data, where iteration involves 

increasing the number of clusters twofold and re-clustering the 

data till a finite desired number of clusters is reached. It is a three 

phase process involving Codebook Generation, Encoding and 

Decoding. 

 The density matching property of vector quantization is powerful, 

especially for identifying the density of large and high-

dimensioned data. Since data points are represented by the index 

of their closest centroid, commonly occurring data have low error, 

and rare data high error. This is why VQ is suitable for lossy data 
compression. It can also be used for lossy data correction and 

density estimation [16]. 

 

Vector Quantization (VQ) [17-25] is an efficient technique for 

data compression and has been successfully used in various 
applications such as index compression [26, 27]. VQ has been 

very popular in a variety of research fields such as speech 

recognition and face detection [28, 29]. VQ is also used in real 

time applications such as real time video-based event detection 
and anomaly intrusion detection systems [30], image 

segmentation [31-32], speech data compression [33], content 

based image retrieval CBIR [34, 35] and face recognition [36]. 

 

Codebook can be generated using clustering algorithms in spatial 
or in transform domain. Codebook is present at the both ends of 

the communication. Hence before encoding of the image, 

codebook should be sent to receiver‟s end. In order to speed up 

the transmission of images it is necessary to construct the global 

codebook for a particular class of images. Otherwise local 
codebook has  to be transferred every time before the transmission 

of the image. This will be bandwidth overhead. 

 

2. ALGORITHMS FOR CODEBOOK 

GENERATION 
In this section LBG, KPE, and KFCG Codebook generation 

method are discussed. 

 

http://en.wikipedia.org/wiki/Quantization_(signal_processing)
http://en.wikipedia.org/wiki/Signal_processing
http://en.wikipedia.org/wiki/Data_compression
http://en.wikipedia.org/wiki/Coordinate_vector
http://en.wikipedia.org/wiki/Centroid
http://en.wikipedia.org/wiki/Clustering
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2.1 Linde-Buzo-Gray (LBG) Algorithm [16]:- 
In this algorithm centroid is computed as the first codevector for 

the training set. Two vectors v1 & v2 are then generated by 

adding constant error to the codevector as shown in Figure 1. 

Euclidean distances of all the training vectors are computed with 

vectors v1 & v2 and two clusters are formed based on nearest of 
v1 or v2. This procedure is repeated for every cluster. 

 
 
 

 

 

 

 
 

 

 

 

 
 

 

 

 

    
 

1st Iteration 

Figure 1. LBG algorithm for 2-D case 

2.2 Kekre’s Proportionate Error (KPE) 

Algorithm[17,18]:- 

In this algorithm a proportionate error is added to the centroid to 

generate two vectors v1 & v2. The error ratio is decided by 

magnitude of coordinates of the centroid. Hereafter the procedure 

is same as that of LBG. 

2.3 Kekre’s Fast Codebook Generation 

(KFCG) Algorithm [20,21]:- 

This algorithm reduces the time for codebook generation. It does 

not use Euclidian distance for codebook generation. In this 

algorithm image is divided in to blocks and blocks are converted 

to the vectors of size k. Initially only one cluster with the entire 

training vectors and the codevector C1 which is centroid.  
 In the first iteration of the algorithm, the clusters are formed by 

comparing first element of training vector with first element of 

code vector C1. The vector Xi is grouped into the cluster 1 if xi1< 

c11 otherwise vector Xi is grouped into cluster 2 as shown in 

Figure 2a. where code vector dimension space is 2.  

In second iteration, the cluster 1 is split into two by comparing 

second element xi2 of vector Xi belonging to cluster 1 with that of 
the second element of the code vector which is centroid of cluster 

1. Cluster 2 is split into two by comparing the second element xi2  

of vector Xi belonging to cluster 2 with that of the second element 

of the code vector  which is centroid of cluster 2, as shown in 

Figure 2b. 

This procedure is repeated till the codebook size is reached to the 

size specified by user.  

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2a. 1st Iteration 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2b. 2nd Iteration 

Figure 2. KFCG algorithm for 2-D case 

2.4  Kekre’s Median Codebook Generation 

(KMCG) Algorithm [19]:- 
                     In this algorithm image is divided in to blocks and 

blocks are converted to the vectors of size k. The Fig. 3 below 

represents matrix T of size M x k consisting of M number of 

image training vectors of dimension k.  

Each row of the matrix is the image training vector of dimension 

k. 
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   Figure 3: Matrix of image training vectors 

                     The training vectors are sorted with respect to the 

first member of all the vectors i.e with respect to the first column 

of the matrix T and the entire matrix is considered as one single 
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cluster. The median of the matrix T is chosen (code vector) and is 

put into the codebook, and the size of the codebook is set to one. 

                    The matrix is then divided into two equal parts and 

the each of the part is then again sorted with respect to the second 

member of all the training vectors i.e. with respect to the second 
column of the matrix T and we obtain two clusters both consisting 

of equal number of training vectors. The median of both the parts 

is the picked up and written to the codebook, now the size of the 

codebook is increased to two consisting of two code vectors and 

again each part is further divided to half. Each of the above four 
parts obtained are sorted with respect to the third column of the 

matrix T and four clusters are obtained and accordingly four code 

vectors are obtained. The above process is repeated till we obtain 

the codebook of desired size. Here quick sort algorithm is used. 

3. PROPOSED GLOBAL CODEBOOK 

METHOD: 
In this paper two Categories are selected: car and facial category. 
Each category consists of 10 colored bit map images of size 

256x256x3.  Global codebook is created from the 10 local 

codebooks.  

Steps for the algorithm:-  

1. For each image belonging to similar category, divide the 
image into 2x2 non overlapping blocks of pixels and 

each image block is converted to vector of dimension 12 

Convert each block into training vector.  

2. Generate Local Codebook of desired sizes 128x12, 

256x12, 512x12 and 1024x12 using LBG/KPE/ 
KFCG/KMCG respectively for each image belonging to 

the same class.  

3. Merge all 10 local codebooks  LBG/KPE/KFCG/KMCG 

of sizes 128x12 to 1024x12 respectively to one and 

create four merged large codebooks of size 1280x12, 
2560x12, 5120x12 and 10240x12 respectively.  

4. On each of these large codebooks  apply 

LBG/KPE/KFCG/KMCG and generate global codebook 

of sizes 128x12 to 1024x12.  

4. RESULTS AND DISSCUSSIONS 

The Global Codebook Technique using two sets of data for each 

category are implemented. For each category Training Set 

containing 10 color 256x256x12 bitmap images as shown in 
Figure 4 and Figure 5, and five color images of size 256x256x12 

as Test Set as shown in Figure 6 and Figure 7 respectively  are 

used. The Training set is used to generate the Global Codebook 

and Test set is used to measure how effectively the Global 

Codebook can compress the images.  

The block size used while encoding and decoding the images is 

2x2 pixels. All the three mentioned algorithms on both the 
categories for Codebook Sizes of 128, 256, 512 and 1024 are 

tested. The Global Codebook was always generated by the same 

algorithm used to generate the individual codebooks. To measure 

the distortion after compression the Mean Squared Error (MSE) 

between the Result Image and the Original Image are calculated. 
The images are numbered in each category starting from 1, going 

left to right and top to bottom. 

Figure 4. Shows the 10 Training Images of category Car. Figure 5. 

Shows the 10 Training Images of category Facial.  Figure 6. shows 

the 5 Test Images of category Car. Figure 7. Shows the 5 Test 

Images of category Facial.  

 

 

 

  

          

 

 

                

 Figure 4. Training Images of category Car                                              Figure 5. Training Images of category Facial 

                             

 

 

     

 

 

 

 

  Figure 6. Test Images of category Car                                Figure 7. Test Images of category Facial  
 

Table 1. Shows the MSE for all the 10 images in Training 

set for car category using all four algorithms for different 

Codebook sizes 128, 256, 512 and 1024. Figure 8. Shows 

the Average MSE obtained using all four clustering 

algorithms with Codebook sizes 128, 256, 512 and 1024 for 

car category. It is observed that for all the codebook sizes 

128 to 1024 the MSE obtained from the KFCG is less as 

compared to LBG ,KMCG and KPE. 

 



International Journal of Computer Applications (0975 – 8887) 

Volume 30– No.10, September 2011 

45 

Table 1. MSE for the images in Training set for car category using all four algorithms for different Codebook sizes 128, 

256, 512 and 1024. 

 

 

 

Figure 8. Average MSE obtained using all four clustering algorithms with Codebook sizes 128, 256, 512 and 1024 for car 

category. 

Table 2. Shows the MSE for the images in Training set for 

facial category using all four algorithms for different 

Codebook sizes 128, 256, 512 and 1024. Figure 9. Shows 

the Average MSE obtained using all four clustering 
algorithms with Codebook sizes 128, 256, 512 and 1024 for 

facial category. It is observed that for the facial category 

for all the codebook sizes 128 to 1024 the MSE obtained 

from the KFCG is less as compared to LBG, KPE and 

KMCG. 

 

Table 2. MSE for the images in Training set for facial category using all four algorithms for different Codebook sizes 128, 

256, 512 and 1024. 
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1 167.21 170.73 50.795 97.931 158.89 134.86 36.035 59.139 155.14 85.536 26.717 32.634 140.39 57.622 19.154 23.306 

2 161.52 163.65 66.087 104.01 156.52 123.58 51.674 63.804 154.16 87.409 38.369 47.842 139.13 61.138 27.415 36.515 
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1 914.03 635.72 195.79 741.85 939.33 305.15 146.38 204.48 883.39 218.48 115.89 149.14 858.41 144.56 82.644 112.28 

2 336.48 304.51 152.43 335.9 322.99 267.7 117.86 190.21 307.75 177.18 88.044 118.33 284.38 107.12 58.514 83.717 

3 356.14 343.4 189.73 279.96 346.64 311.37 131.11 221.31 329.67 205.72 79.797 126.57 305.97 112.61 48.54 82.554 

4 249.18 199.42 122.44 243.53 250 156.51 87.012 139.26 228.46 107.26 62.916 86.265 211.9 79.916 46.377 64.257 

5 264.91 257.66 124.85 306.09 259.88 234.76 81.987 161.63 248.81 150.01 58.329 93.904 224.4 79.702 30.608 60.243 

6 868.38 257.66 283.88 898.24 883.55 427.29 223.56 337.16 820.79 297.6 183.85 242.43 803.18 214.37 128.23 186.8 

7 180.57 168.48 106.24 192.32 175.44 150.52 62.86 124.67 163.26 90.503 47.597 70.035 141.85 55.875 34.179 52.735 

8 662.66 357.91 193.87 666.32 609.13 298.63 139.54 211.68 623.35 207.99 109.08 141.73 562.45 135.69 70.793 103.62 

9 277.84 249.76 162.77 315.87 273.19 230.95 117.7 189.3 255.93 147.56 78.209 110 233.61 98.065 53.495 76.995 

10 224.54 220.18 118.15 240.68 218.85 200.82 78.629 137.27 209.48 141.22 55.148 82.941 193.01 81.526 33.537 53.262 

Avg. 

MSE 433.47 299.47 165.01 422.07 427.9 258.37 118.66 191.69 407.08 174.35 87.88 122.13 381.91 110.94 58.691 87.64 
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4 96.671 93.135 50.94 73.579 93.228 77.106 41.243 56.242 89.841 55.829 32.982 38.732 79.641 37.787 23.858 29.729 

5 165.56 157.81 55.287 115.8 161.9 127.25 43.457 59.31 157.7 74.925 35.77 41.328 138.93 48.573 23.367 28.037 

6 119.21 163.7 47.815 67.964 134.96 124.64 34.538 38.272 114.13 37.207 25.25 33.041 147.47 30.078 18.872 23.782 

7 273.16 319.17 49.009 56.573 266.87 162.29 36.936 44.268 278.52 56.505 29.376 35.872 263.81 38.401 22.373 27.478 

8 194.57 195.14 139.59 173.27 191.22 179.34 107.21 122.62 185.48 156.05 80.953 98.023 174.02 124.04 60.669 78.635 

9 437.38 434.78 262.64 336.97 431.79 392.18 192.04 259.85 424.11 335.92 150.6 201.1 404.7 262.43 118.74 159.77 

10 117.93 120.21 78.74 82.913 112.85 100.59 58.828 62.604 108.57 76.972 42.847 50.011 101.52 63.059 32.064 40.558 

Avg. 

MSE 
203.06 213.45 86.40 121.15 199.63 165.62 65.11 87.7432 195.09 108.47 49.98 62.5227 186.06 78.34 37.23 48.057 

 

 

 

Figure 9. Average MSE obtained using all four clustering algorithms with Codebook sizes 128, 256, 512 and 1024 for 

facial category. 

Table 3. and Table 4.  Shows the MSE of all the five 
images in the Cars and Facial Test Set using all four 

algorithms for different Codebook sizes 128, 256, 512 and 

1024 respectively.  

 

Table 3. MSE of images in the Cars Test Set using all four algorithms for different Codebook sizes 128, 256, 512 and 1024. 
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Figure 10. Shows the Results of all five test images  

belonging to car category using Global codebook obtained  

 

from LBG, KPE, KFCG and KMCG for the codebook sizes 

1024x12. 
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Figure 10. Results of all five test images belonging to car category using Global codebook obtained from LBG, KPE, 

KFCG and KMCG for the codebook sizes 1024x12. 

Table 4.  MSE of images in the Facial Test Set using all four algorithms for different Codebook sizes 128, 256, 512 and 

1024. 

 

Figure 11. Shows the Results of all five test images  

belonging to facial category using Global codebook 

obtained from LBG, KPE KFCG and KMCG for the 

codebook sizes 1024x12. 
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Figure 11. Results of all five test images belonging to facial category using Global codebook obtained from LBG, KPE, 

KFCG and KMCG for the codebook sizes 1024x12. 

 

5. CONCLUSION 
This paper presents the Global codebook generation 

algorithms using LBG, KPE, KMCG and KFCG clustering 

algorithm. From results it is clearly observe that the 

decoded images from the KFCG algorithm with codebook 
sizes 128 to 1024 are of very high quality, almost close to 

the original image having very low MSE. With a larger 

training set and even larger codebook, the MSE for the 

training set as well as test set reduce even further and allow 

real-time transfer of highly compressed data only using one 
global codebook. But the limitation of a very large 

codebook will be it will lead to higher computing time 

which may degrade the real-time performance. It is also 

noticed that the degree of similarity between images in the 

test set and training set has a huge impact on the MSE. The 
Global Codebook Technique will be extremely efficient 

under the following stipulations: 

1. Use the KFCG algorithm with sufficiently large 

codebook size. 

2. Use similar images with color variations to 

ensure low loss during real-time compression. 

3. Ensure the images being compressed in real-time 

are similar to as many images as possible in the 

training set.  
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