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ABSTRACT 
An important problem in distributed systems that are subject to 

component failures is the distributed diagnosis problem. In 

distributed diagnosis, each working node must maintain correct 

information about the status (working or failed) of each 

component in the system. In this paper we consider the problem 

of identifying faulty (crashed) nodes in a wireless sensor network 

and used timed automata for representation. A fault diagnosis 

protocol specifically designed for wireless sensor networks is 

introduced and analyzed using finite automata theory. The 

protocol is proved to be optimal and energy efficient under 

certain assumptions. In this paper, we propose a diagnosis 

algorithm on the basis of diagnosability definitions and 

theoretical studies developed for timed and hybrid automata. The 

proposed algorithm has been simulated by using MATLAB and 

the diagnosis parameters such as diagnosis latency and message 

complexity.    
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1. INTRODUCTION 
Sensors integrated into structures, machinery, and the 

environment, coupled with the efficient delivery of sensed 

information, could provide tremendous benefits to society [1]. 

Selecting the optimum sensors and wireless communication link 

requires knowledge of the application and problem definition. A 

Wireless Sensor Network (WSN) generally consists of a base 

station or gateway that can communicates with a number of 

wireless sensors via a radio link. Data is collected at the wireless 

sensor node, compressed, and transmitted to the gateway directly. 

If required we can use other wireless sensor to forward data to the 

gateway. The development of WSNs was motivated by military 

application such as battlefield surveillance. They are now used in 

many industrial and civilian application areas, including industrial 

process monitoring and control, machine health monitoring [14], 

environment and habitat monitoring, health care application, 

home automation and traffic control [15]. In addition to one or 

more sensors, each node in a sensor network is typically equipped 

with a radio transceiver or other wireless communications device, 

a small microcontroller, and an energy source, usually a battery. 

A timed automata accepts timed words- infinite sequences in 

which a real-valued time of occurrence is associated with each 

symbol [24]. If the event performs a fault event, the diagnoser 

should detect it after at most n steps, where n has a known upper 

bound [25]. The timed automaton model, developed by Lynch 

and Vaandrager, is a labeled transmition system model for 

components in real-time systems. A timed automaton has time-

passage actions, in addition to ordinary input, output and internal 

actions. Timed automata include “trajectories”, which describe 

the evolution of the system state during time-passage. The 

behavior of a timed automaton is describe in terms of time traces, 

or alternatively in terms of admissible timed traces.  

2. RELATED WORKS 
In 1995, S. Rangarajan and A. T. Dahbura in paper “A 

Distributed System-Level Diagnosis Algorithm for Arbitrary 

Network Topology” [2], proposed a distributed algorithm. This 

algorithm describes how to detect and diagnosing faulty 

processors in an arbitrary network. A periodic test is performed 

on one another by Fault-free processors. This algorithm uses 

parallel dissemination of fault event information to minimize the 

information latency in the network. In 1998, E. P. Duarte jr and 

T. Nanya in paper “A Hierarchical Adaptive Distributed System-

Level Diagnosis Algorithm” [3], proposed a Hierarchical 

Adaptive Distributed System-Level Diagnosis (Hi-ADSD) 

algorithm, which is a fully distributed algorithm that allows every 

fault-free node to achieve diagnosis in  testing round. In 

2009, P. R. China in the paper, “A New Method for Node Fault 

Detection in Wireless Sensor Network”[13], proposed  an 

improved DFD algorithm. Wireless sensor networks (WSNs) are 

an important tool for monitoring distributed remote environments. 

A durational graph is similar to the durational transition graph 

defined as the main difference is that in a durational transition 

graph the invariant sets are not defined, and the guards are 

rectangular sets defined by limits in Q [4]. The expressive power 

of durational graph is set between discrete event system (des) 

where diagnosability verification is in PTIME and timed 

automata where diagnosability verification in PSPACE since 

model checking on durational graphs is faster than on timed 

automata. In 2007, Di Benedetto, M.D., S. Di Gennaro and A. 

D'Innocenzo, in the paper “Diagnosability verification for hybrid 
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automata and durational graphs” [31], A notion of diagnosability 

for hybrid systems is defined, which generalizes the notion of 

observability. Here verified diagnosability properties on a timed 

automaton abstraction of the original hybrid system. Here 

proposed a procedure to check diagnosability, and show that the 

computational complexity is in PTIME for the system class of our 

abstraction, namely for a subclass of timed automata: the 

durational graphs. 

3. TIMED (FINITE) AUTOMATA 

REPRESENTATION OF DYNAMIC 

DIAGNOSIS 
A finite automaton accepts timed words infinite sequences in 

which a real-valued time of occurrence is associated with each 

symbol [24]. Since a set of sequence is a formal language, this 

leads naturally to the use of automata for the specification and 

verification of systems, because the behavior of the system is a 

set of execution sequences. We can use the finite automata, 

leading to effective constructions and decision procedures for 

automatically manipulating and analyzing system behavior when 

only the systems are in finite-state. A system is diagnosable if, 

within a finite-time bound and only using the observable output, 

it is possible to detect whether a fault occurred, that is if a system 

execution visits a given faulty subset of the state space.  

3.1 Assumptions and notations 
In this paper we modeled the wireless sensor network for 

diagnosability by graph defining the node connection topology 

and a timed variable is associated to each node. We assume 

algorithms work by use of heartbeat messages, i.e., each node 

periodically initiates a round of message transmission to other 

nodes in order to indicate that it is working [4]. We call 

durational graph, a timed automaton characterized by only one 

clock that is reset to 0 for all edges. The diagnosis problem 

consists in the identification of the set of faulty nodes in a system. 

In the distributed version of this problem, diagnosis is achieved 

by means of a distributed protocol. A distributed diagnosis 

protocol is said to be correct if it terminates in finite time and, at 

the end of its execution, every fault-free node knows the identities 

of all the faulty nodes in the network. A wireless sensor network 

described by the durational graph g is said to be δ-diagnosable if 

correct diagnosis is always possible provided the number of faults 

does not exceed δ. The largest integer δ for which g is δ-

diagnosable is called the diagnosability of g. 

A durational graph [24] can be uniquely identified by a tuple g= 

(Q, , E, Ψ, η, Inv, G, t); 

Q is discrete space where finite cardinality │Q │= N and initial 

condition  ⊆ Q. 

Ψ is the finite set of discrete output symbols {Є, Ψ1, Ψ2… 

Ψr},where Є is the unobservable output that corresponds to the 

empty string. 

 η: E → Ψ is the output function, that associates to each edge a 

discrete output symbol. {Invq}qЄQ associates to each discrete 

state a circular invariant set Invq  ⊆   X, and {Ge}eЄE associates 

to each edge a circular guard set Ge  ⊆ Invs(e).  

Given a durational graph g, we define a timed string ρ as a 

sequence of pairs   with cardinality │ρ │, where  

denotes the discrete state after k switching and denotes the 

dwelling time in .  and t is a clock device. 

we defined a timed language of executions of the discrete state g 

is given by ℒ, an example of timed execution ρ Є ℒ is , 3, , 6, 

… given a subset of discrete states Q* ⊆ Q, we define ℒQ* the 

language of executions with finite cardinality, such that the last 

visited discrete state belongs to Q* given an execution = 

  , we introduce the following notations: 

-  is the discrete state in the time interval  of 

the execution associated to  . 

-  = , ,… , ,  is the substring of from index I 

to j. 

-  is the time durational of .  

In this paper we assume the following:   

(1) Each node has a unique identifier which can be encoded 

using log n bits. 

(2) Each node knows its identifier and the identifiers of its 

neighbors. This is the only knowledge of the system graph that a 

node has. 

(3) Faults can occur during the execution of the diagnosis 

protocol. 

(4) The network topology is not static can be dynamic during the 

execution of the diagnosis protocol. 

(5) The communication graph is connected and symmetric. 

Given a hybrid automaton H, let      be a set of disctere 

states that model a failure in H:   is called faulty set. if a system 

is diagnosable for some finite δ, the following property shows 

that it is very interesting to compute the minimum value  for 

which H is -diagnosable: given H ,the following statements 

hold:- 

1. If  is δ-diagnosable, then it is  - diagnosable for 

all ≤δ. 

2. If Qc is not δ-diagnosable, then it is not -diagnosable 

for all ≤δ. 

3.2 Network model 
The system is composed of n sensors, also called nodes, which 

communicate via radio transceivers. Nodes are homogeneous and 

equipped with a limited energy supply. Any node in the system is 

a potential sink, i.e. it can be used by an external operator to 

access the information gathered by the network. Sensors can be in 

one of two states: faulty or fault-free. Faulty nodes are unable to 

communicate with the rest of the system, either due to a crash or 

to battery depletion. This means that faults are permanent, i.e. 

nodes remain faulty until they are repaired and/or replaced. 

Diagnosis algorithm can use either unicast or multicast 
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communication. We consider crash faults in nodes. The crash 

fault assumption is necessitated by use of heartbeat-based 

algorithm for diagnosis [4].  A δ-faulty execution is a trajectory 

that enters the faulty set at a certain time instant, and then 

continues fallowing for a time duration δ [31]. We assume that all 

transmissions from any node u are Omni-directional. Thus, any 

message sent by u can be received by any node in its 

neighborhood, i.e. within its transmitting range. The 

neighborhood of node u is denoted N (u). The topology of the 

system can be described as a di-graph G= (V, E), called the 

communication graph, where V is the set of nodes and E is the set 

of edges connecting nodes. Given any u,v V, directed edge 

(u,v) E if and only if v N(u). The set of faulty sensors is 

denoted F, with |F|=f≥0. 

Theorem1:  Let be the durational graph g= (Q, , E, Ψ, η, Inv, 

G, t); of a wireless sensor network, and let k(g) be the 

connectivity of g. The diagnosability δ of G is: 

Less than k (G), if the diagnosis protocol is initiated on-demand; 

At most k(G), if the protocol is allowed to start spontaneously. 

 

Proof:  Assume the diagnosis protocol starts from an initiator 

node on-demand (e.g. in response to an explicit request of the 

external operator). If k(G) faults occur, the set of fault-free nodes 

in the system could be partitioned into several connected 

components. Hence, fault-free sensors which do not belong to the 

same connected component of the initiator would never start their 

diagnosis; thus impairing the conditions for diagnosis correctness. 

On the other hand, if the diagnosis protocol is allowed to be 

initiated spontaneously by any fault-free node (e.g. every t 

seconds), the fault-free sensors in every component will 

eventually start their own diagnosis, thus allowing a correct 

diagnosis also when k(G) faults occur. However, if more than 

k(G) faults occur, there could exist a faulty node which is not 

adjacent to all the fault-free components, thus impairing the 

conditions for diagnosis correctness.  

An execution ρ Є ℒ is δ-faulty if there exists a finite index , 0 

≤ ≤  such that: ∀k <  ,  ∉  ; ρ     ; Time 

(ρ ) =δ. For any faulty execution ρ, we use the notation ρ  

to denote the first faulty state visited by ρ. We define ƒδ the set of 

all δ-faulty execution, and  

ƒ= ⋃δ≥0ƒδ ⊆ ℒ the set of all faulty executions. We say that a set 

  is δ-diagnosable for a system H if it is possible to detect 

within a delay upper bounded by δ whether an execution has 

visited the faulty set.  

The Conditions for δ-diagnosabolity has been borrowed from 

[31]. 

Condition 1: 

A set   is δ-diagnosable for H if and only if: 

) 

 A set   is defined observable for a system H if it is possible to 

immediately detect using the observable output whether the 

current discrete state is visiting . 

 

Condition 2: 

A set   is observable for H if: 

( ) 

Condition 3: 

 Is observable if and only if    is 0-diangosable. 

3.3 Proposed algorithm 
We assume that our algorithm be initiated by a unique fault-free 

node, henceforth called gateway nodes which are later became 

cluster-heads, in response to an explicit request of the external 

operator. Two types of messages are exchanged during execution: 

„Hi‟ messages and diagnostic messages. The „Hi‟ message sent 

by cluster-head u is a pair of identifiers (u,v), where v is the 

identifier of the node from which u received the first „hi‟ message 

(u itself if u is the cluster-head). „Hi‟ messages are used to detect 

faulty nodes. The diagnostic message sent by node u is a pair 

(u,Qc), where Qc is the set of the identifiers of the nodes 

currently diagnosed as faulty by node u. Diagnostic messages are 

used to disseminate the identities of faulty sensors throughout the 

network. 

Algorithm: 

Terminate=false // Boolean expression to terminate the protocol. 

Repeat { 

Step1: 

Sort the node according to their energy level the network. And 

put these in a descending order in a stack create   number of 

cluster in that network. This is for to found the cluster head node 

for make them or treat them as gateway. Start diagnosis: 

 R(cluster-head, cluster-head): R is radio range. 

 

Step2: 

User puts request to gateways. The gateway accepts the ping 

commands from the user. 

Step3: 

An initial node gives request to different neighbor nodes. Initial 

nodes maintain a timer value after sending a request message. 

Node    executes a diagnosis task. Set_timeout(Tout); // the 

nodes that did not replay within time Tout  are diagnosed as 

faulty. 

Step4: 

If node   is within range of , Then Node   sends a Hi 

message to node   .  

Step5: 

After executing a diagnosis task node    will compare the result 

of diagnosis task of itself and request received from . Receive 

(qi, ); // upon receiving a diagnostic message m, is used to 

extend the Gateway‟s diagnosis.  

) from section 

3.2 condition1. 
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Step6: 

If (match occurs)   Diagnosis   to be fault free. If all fault 

neighbors sent their diagnosis, the cluster-head‟s diagnosis is 

complete and is sent to all the fault free nodes in the network 

using a broadcast protocol. Else  Diagnosis   to be faulty, if 

the node is out of range or did not reply within timeout condition. 

Step7: 

Otherwise, node  diagnosis node  as faulty  If (Qc = N(cluster-

head)) then  //If all of its neighbors are faulty then the diagnosis is 

complete. 

Terminate= true; 

Endif; 

} 

Until terminate; 

3.4 Analysis for proposed algorithm 
Here, we verify the proposed algorithm. A wireless network can 

be modeled by a set of N nodes and a set of edges connecting the 

nodes by a radio link. According to our algorithm it take sensor 

nodes as N= 8 16 32 64 … and it initially arranges the nodes in 

descending order then it takes   nodes as cluster head. The 

cluster head create a connection between the nodes according to 

the fixed radio range. We set here a timer for the message sending 

and receiving from the nodes to the cluster head. at the same time 

the cluster heads also send their information to the other cluster 

heads that the nodes are in which state or the status of the nodes. 

If the node is out of range then also the found as crash faulty or 

within the certain time if the nodes do not reply what may the 

reason then the nodes are found as faulty. We consider an 

abstraction procedure and show that it preserves diagnosability 

we verify the diagnosability algorithm for both hybrid and 

durational graphs. We use a super script to refer a language    

 to a system H or g [3]. We proposed a procedure in 

that takes as input a hybrid automaton H, and produces as output 

a durational graph g and a relation   that associates 

to each discrete state of H a set of discrete state of g. it was shown 

that g satisfies the following property. 

Given H, g and Y, for each execution =    , 

there exists an execution 

 =  such that  , 

. 

Clearly implies inclusion of the language of observations, i.e. 

 in the other words, the behavior of g contains the 

behavior of H. 

Assume the reset function of the system H are memory less, i.e. 

the following holds: 

. 

Namely, given an edge e and the corresponding guard set  , 

then each continuous state   is non deterministically reset 

by   to a point in the whole range of . 

Theorem 2: Given a durational graph g and a faulty set Qc, it can 

compute the minimum value δm for which Qc is δm –diagnosable 

in polynomial time with respect to . The minimum 

number of bit that exchanged between sensor nodes in Oder to 

achieve a correct diagnosis is O(n log n + f(n-f)log n). 

4. SIMULATION AND RESULT 
A wireless network can be modeled as set of N nodes and a set of 

edges connecting the nodes by a radio link. In this section we 

present the result of our simulation, which we performed in 

MATLAB to evaluate the efficiency of our algorithm. Here we 

evaluate the diagnosis latency and the message complexity of our 

algorithm by MATLAB.  Here we take the nodes N= 8 16 32 64. 

The following graph shows the diagnosis latency and message 

complexity of the wireless sensor networks. Figure-1 shows the 

diagnosis latency, the time taken by all the nodes to diagnose an 

event. When the node increases the diagnosis time also increases. 

The minimum and maximum message delays,  

and , are the minimum and maximum times, 

respectively, between the last bits of a message being injected 

into the network and the message being completely delivered at a 

working neighboring node. In our simulation model, each node in 

the network is a facility. Processes are created to model the 

execution of the algorithm and also the execution of the normal 

workload in the node, i.e., processing  is not part of diagnosis 

algorithm execution. Algorithm execution by the node is 

simulated using a set of delay which is deterministic. Below in 

figure 2 shows message complexity in time. The total number of 

message passes through the network to diagnosis which node is 

faulty and which one is fault-free. If the network increases then 

the number of message also increases. We use the time event for 

sending and receiving of messages. Within that time event only 

the node can send message otherwise the node is found faulty and 

this information is send to the cluster head and the cluster head 

will send this message to other cluster head by globally broadcast 

declared variable. In Figure1 shows the diagnosis latency of our 

algorithm. When the node increases the diagnosis time increases. 

We fixed the sending initial time 0.02.  

 
 

 

 

 

 

 

 

 

 

[Figure 1] diagnosis latency of our algorithm 

 



International Journal of Computer Applications (0975 – 8887) 

Volume 29– No.7, September 2011 

19 

 

 

 

 

 

 

 

5. CONCLUSION 
We assumed that our interface with the network is a gateway 

node that accepts ping commands (control inputs), and replies 

with pong response after a time delay that we can measure 

(observed output). We state necessary and sufficient condition 

for being able to detect which node is faulty and proposed a 

diagnosis algorithm, on the basis of diagnosability. The 

definition and theoretical studies developed for timed and hybrid 

automata in the computer science community. Where the system 

diagnosability verification is in PTIME and timed automata 

where diagnosability verification is in PSPACE. We simulate 

our algorithm by using the MATLAB. Our diagnosis parameters 

are diagnosis latency and message complexity of the network. 

When network size increases the diagnosis latency and the 

message complexity of the network also increases. 
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