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ABSTRACT 
Image segmentation plays a significant role in computer vision. 
It aims at extracting meaningful objects lying in the image. 
Generally there is no unique method or approach for image 
segmentation. Clustering is a powerful technique that has been 
reached in image segmentation. The cluster analysis is to 
partition an image data set into a number of disjoint groups or 
clusters. The  clustering methods such as k means, improved k 
mean, fuzzy c mean (FCM) and improved fuzzy c mean 
algorithm (IFCM) have been proposed. K means clustering is 
one of the popular method because of its simplicity and 
computational efficiency. The number of iterations will be 
reduced in improved K compare to conventional K means. FCM 
algorithm has additional flexibility for the pixels to belong to 
multiple classes with varying degrees of membership. Demerit 
of conventional FCM is time consuming which is overcome by 
improved FCM. The experimental results exemplify that the 
proposed algorithms yields segmented gray scale image of 
perfect accuracy and the required computer time reasonable and 
also reveal the improved fuzzy c mean achieve better 
segmentation compare to others. The quality of segmented 
image is measured by statistical parameters: rand index (RI), 
global consistency error (GCE), variations of information (VOI) 
and boundary displacement error (BDE).   
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1. INTRODUCTION 
Image segmentation can be defined as the classification of all 
the picture elements or pixels in an image into different clusters 
that exhibit similar features. Segmentation involves partitioning 
an image into groups of pixels which are homogeneous with 
respect to some criterion [1]. Different groups must not intersect 
each other and adjacent groups must be heterogeneous. The 
groups are called segments. Image segmentation is considered as 
an important basic operation for meaningful analysis and 
interpretation of image acquired. It is a critical and essential 
component of an image analysis and or pattern recognition 
system, and is one of the most difficult tasks in image 
processing, which determines the quality of the final 
segmentation. Researchers have extensively worked over this 
fundamental problem and proposed various methods for image 
segmentation. These methods can be broadly classified into 
seven groups: (1) Histogram thresholding, (2) Clustering (Fuzzy 
and Hard), (3) Region growing, region splitting and merging, (4) 

Edge-based, (5) Physical model- based, (6) Fuzzy approaches, 
and (7) Neural network and GA (Genetic algorithm) based 
approaches.[1],[2] 

2. PROBLEM DESCRIPTION 
An image may be defined as a two dimensional function f(x, y), 
where x and y are spatial (plane) coordinates, and the amplitude 
of f at any pair of co-ordinates (x, y) is called the intensity or 
gray level of the image at that point. The region of interest in the 
image can be degraded by the impact of imperfect instrument, 
the problem with data acquisition process and interfering natural 
phenomena. Therefore the original image may not be suitable 
for analysis. Thus image segmentation technique is often 
necessary and should be taken as significant step during image is 
processed and analyzed. Repeatable experiments with published 
benchmarks are required for this research field to progress. The 
problem addressed in this thesis is that the image is spilt into 
number of segmentation [1]. Choosing an appropriate model for 
segmentation is difficult task that the modal has the better 
segmentation with reduced computational time. The problem is 
reformed with minimized computational time and high quality 
of the results.  

3. IMAGE SEGMENTATION BY 

CLUSTERING METHODS 
Clustering can be considered the most important unsupervised 
learning problem; so, as every other problem of this kind, it 
deals with finding a structure in a collection of unlabeled data. A 
definition of clustering could be “the process of organizing 
objects into groups whose members are similar in some way”. A 
cluster is therefore a collection of objects which are “similar” 
between them and are “dissimilar” to the objects belonging to 
other clusters. [3], [4], [5], [6]  

3.1 K Means Clustering 
K-means is one of the simplest unsupervised learning algorithms 
that solve the well known clustering problem [8], [14]. The 
procedure follows a simple and easy way to classify a given data 
set through a certain number of clusters (assume k clusters) 
fixed a priori [15], [16]. This algorithm aims at minimizing an 
objective function, in this case a squared error function. The 
objective function, 

2k x (j)
J = x - cj 

j=1i=1
∑ ∑  
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Where 

2
( j )

x - cj
is a chosen distance measure between a 

data point 
( j )x and the cluster centre cj , is an indicator of the 

distance of the n data points from their respective cluster 
centers. 

The algorithm is composed of the following steps: 

1. Place K points into the space represented by the 
objects that are being clustered. These points represent 
initial group centroids. 

2. Assign each object to the group that has the closest 
centroid. 

3. When all objects have been assigned, recalculate the 
positions of the K centroids. Repeat Steps 2 and 3 
until the centroids no longer move. This produces a 
separation of the objects into groups from which the 
metric to be minimized can be calculated. 

3.2 Improved K means Clustering 

 Let 
(j)

D = {d /j = 1, ..., n}  be a data set having K-Clusters, 

{ / 1,..., }iC c i k= =
 be a set of K centers and 

(j) (j)
S = {d | d is member of cluster K}j

 be the set of 
samples that belong to the jth cluster [12],[17]. The following 
function which is defined as an objective function, 

n (j)
Cost(D, C) = dist(d ,c )kj=1

∑
 

Where dist (d (j), ck) measures the Euclidean distance between a 
points d (j) and its cluster center ck. 

The algorithm has the following steps. 

1 .Dividing D into K parts according to data patterns;  

K
D = S S S = θ, k ¹k1 2k=1 k, k k1 2

U I  

2. Let 

(0)
x , k = 1, ..., K(k)

 be initial clustering centers calculated 
by, 

(0) (j)
x = d S , k = 1, ..., K.(k) k(j)d ÎSk

∑

 

3. Decide membership of the patterns in each one of the K-
clusters according to the minimum distance from cluster center 
criteria. 

4. Calculate new centers by the following iterative formula, 

(j)
nd 1(k+1) ix =i k k(j) j=1q qd ÎS j jk

∑ ∑

 

Where 

(k) (j)k
q = x -  d .j

 

5. Repeat steps 3 and 4 till there is no change in cluster centers. 

3.3 Fuzzy C-Means Clustering 
Fuzzy c-means (FCM) is a method of clustering which allows 
one piece of data to belong to two or more clusters [12],[17]. 
That is it allows the pixels belong to multiple classes with 
varying degrees of membership. It is based on minimization of 
the following objective function: 

2c c n m
J(U, c1, c2, ...cc) = Ji = uij dij

i=1 i=1 j=1
∑ ∑ ∑

 

Where, m is any real number greater than 1.uij is the degree of 
membership of xi in the cluster j 

xi  is the 
th

i  of d-dimensional measured data, 

cj is the d-dimension center of the cluster. 

The algorithm is composed of the following steps: 

1. Initialize U= [ uij ] matrix, U (0) 

2. At k-step: calculate the centers vectors c(k)= [cj] with U(k) 
N m

u x ii ji = 1c j = N m
u i ji = 1

∑

∑
 

3. Update 
(k) k+1

U , U  

1
uij = 2

m -1c xi - cj

k =1 xi - ck
∑
 
 
   

4. If  

(k+1) (k)
U - U < ε

  then STOP; otherwise return to step 
2. 

3.4 Improved Fuzzy C-Means  
The improved FCM algorithm is based on the concept of data 
compression where the dimensionality of the input is highly 
reduced [20]. The data compression includes two steps: 
quantization and aggregation.  

The quantization of the feature space is performed by masking 
the lower 'm' bits of the feature value. The quantized output will 
result in the common intensity values for more than one feature 
vector. In the process of aggregation, feature vectors which 
share common intensity values are grouped together. A 
representative feature vector is chosen from each group and they 
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are given as input for the conventional FCM algorithm. Once the 
clustering is complete, the representative feature vector 
membership values are distributed identically to all members of 
the quantization level. Since the modified FCM algorithm uses a 
reduced dataset, the convergence rate is highly improved when 
compared with the conventional FCM. 

The improved FCM algorithm uses the same steps of 
conventional FCM except for the change in the cluster updating 
and membership value updating criterions. The modified 
criterions are showed below, 

n m
 u  y j i j j = 1

c i   =   n m
 u i jj = 1

∑

∑
,     

1
uij = 2/(m-1)c dij

k=1 dkj
∑
 
 
   

Where d ij = y j - c i  

y = Reduced Dataset  

4. EXPERIMENTAL RESULTS 

ANALYSIS AND DISCUSSION 
The proposed algorithms have been implemented using 
MATLAB. The performance of various image segmentation 
approaches are analyzed and discussed. The measurement of 
image segmentation is difficult to measure. There is no common 
algorithm for the image segmentation. The statistical 
measurements could be used to measure the quality of the image 
segmentation [21], [22]. The rand index (RI), global consistency 
error (GCE), boundary displacement error (BDE), and variations 
of information (VOI) are used to evaluate the performance. The 
detailed description with formulae of RI, GCE, BDE, VOI 
parameters are explained in detail as follows, 

4.1 Rand Index (RI) 
The Rand index (RI) counts the fraction of pairs of pixels whose 
labeling are consistent between the computed segmentation and 
the ground truth averaging across multiple ground truth 
segmentations[21]. The Rand index or Rand measure is a 
measure of the similarity between two data clusters. Given a set 
of n elements and two partitions of S to compare, and, we define 
the following: 

a, the number of pairs of elements in S that are in the same set in 
X and in the same set in Y 

b, the number of pairs of elements in S that are in different sets 
in X and in different sets in Y 

c, the number of pairs of elements in S that are in the same set in 
X and in different sets in Y 

d, the number of pairs of elements in S that are in different sets 
in X and in the same set in Y 

The Rand index (R) is, 

( )
a + b a + b

R = = n
a + b + c + d 2  

Where, a + b as the number of agreements between X and Y and 
c + d as the number of disagreements between X and Y. The 
Rand index has a value between 0 and 1, with 0 indicating that 
the two data clusters do not agree on any pair of points and 1 
indicating that the data clusters are exactly the same. 

4.2 Variation of Information (VOI) 
The Variation of Information (VOI) metric defines the distance 
between two segmentations as the average conditional entropy 
of one segmentation given the other, and thus measures the 
amount of randomness in one segmentation which cannot be 
explained by the other [21]. Suppose we have two clustering (a 
division of a set into several subsets) X and Y where X = {X1, 
X2... Xk}, pi = | Xi | / n, n = Σk | Xi |. Then the variation of 
information between two clustering is: 

VI(X; Y) = H(X) + H(Y) − 2I(X, Y) 

Where, H(X) is entropy of X and  

I(X, Y) is mutual information between X and Y. The mutual 
information of two clustering is the loss of uncertainty of one 
clustering if the other is given. Thus, mutual information is 
positive and bounded by {H(X), H(Y)}_log2(n)  

4.3 Global Consistency Error (GCE) 
The Global Consistency Error (GCE) measures the extent to 
which one segmentation can be viewed as a refinement of the 
other [21]. Segmentations which are related are considered to be 
consistent, since they could represent the same image segmented 
at different scales. Segmentation is simply a division of the 
pixels of an image into sets. The segments are sets of pixels. If 
one segment is a proper subset of the other, then the pixel lies in 
an area of refinement, and the error should be zero. If there is no 
subset relationship, then the two regions overlap in an 
inconsistent manner.  

The formula for GCE is as follows, 

{ }1
GCE = min E(s1,s2, pi), E(s2, s1, pi)

i in
∑ ∑  

Where, segmentation error measure takes two segmentations S1 
and S2 as input, and produces a real valued output in the range 
[0::1] where zero signifies no error. For a given pixel pi consider 
the segments in S1 and S2 that contain that pixel. 

4.4. Boundary Displacement Error (BDE)     

The Boundary Displacement Error (BDE) measures the average 
displacement error of one boundary pixels and the closest 
boundary pixels in the other segmentation[21]. 

u - v
0 < u - v£L1µ (u, v) = L -1LA

0u - v < 0





 

Let ( , )LA u vµ denotes the membership function that describes 

the fuzzy relation.  

The experiment is conducted over the five images using the 
algorithms k means, improved k means, FCM, improved fuzzy c 
means and their results shown in Fig.1 with required statistical 
parameters and their results are presented in Table 1. The 
average of results is shown in Table 2. If the value of RI is 
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higher and GCE, BDE, VOI are lower then the segmentation 
approach is better. 

The Fig.2 average performance analysis chart reveals that the 
rand index of improved fuzzy c-mean is higher than others and 
also the global consistency error, variation of information, and 
boundary displacement error are lower than others. The detailed 
analysis of the individual statistical measure is given in Fig.3. 
Table 3 show that the time evaluation of proposed algorithms. 
The average time of each method projected in the chart Fig.4. It 
shows that the K means take minimum time compare to others, 
however it provides poor results. The output provided by the 
improved k is also pitiable even though the number of iterations 
taken by improved k means. Comparatively the FCM algorithm 
provides good result but it acquire more time than K means and 
improved K means. The average time taken for five images by 
IFCM is comparatively lower to traditional FCM method. So it 
was observed that the proposed method IFCM performs better 
compare to others approaches. 

 

 

 

 

 

Fig 1: segmentation results using clustering 
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Fig.2 Performance Analysis Chart 

 
 

 

Table 1.Performance Evaluation 

 

 

 

Table 2.Average Calculation of Performance Analysis 

 

 

 

Table 3. Time Evaluation 

IMAGES METHODS RI GCE VOI BDE 

IMG 1 

Improved K 0.9874 0.0195 0.1437 0.1167 

FCM 0.9897 0.0164 0.1260 0.1120 

IFCM 1 0 0 0 

IMG 2 

Improved K 0.9307 0.0924 0.5029 0.1229 

FCM 0.9227 0.1013 0.5401 0.1419 

IFCM 0.9907 0.0137 0.0976 0.0171 

IMG 3 

Improved K 0.858 0.1598 0.8287 0.2855 

FCM 0.8509 0.1678 0.8676 0.2109 

IFCM 0.9852 0.0227 0.16 0.1534 

IMG 4 

Improved K 0.8580 0.1598 0.8287 0.1360 

FCM 0.9509 0.1378 0.8676 0.0852 

IFCM 0.9852 0.0227 0.1600 0 

IMG 5 

Improved K 0.9755 0.0453 0.2677 0.9871 

FCM 0.9843 0.0299 0.1887 0.9748 

IFCM 1 0 0 0 

METHOD

S 
RI GCE VOI BDE 

IMPROVE
D K 

0.92192 0.09536 0.51434 0.32964 

FCM 0.9397 0.09064 0.5180 0.30496 

IFCM 0.99222 0.01182 0.08352 0.0341 

IMAGES K MEANS 
IMPROVED 

K 
FCM IFCM 

ONE 1.3454 1.2874 2.3355 1.6147 

TWO 2.5121 1.6592 2.9285 2.1164 

THREE 0.4923 1.5493 3.7213 1.7776 

FOUR 1.4986 2.9096 2.5963 2.2608 

FIVE 2.4846 1.8098 3.3851 2.8517 
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Fig.4 Average Time Calculation 

5. CONCLUSION 
In this paper, the unsupervised method i.e. cluster based 
algorithms were proposed for image segmentation. The 
clustering techniques such as k means, improved k means, fuzzy 
c mean, improved fuzzy c means were tested in different images. 
The performance of proposed algorithms is measured using 
segmentation parameters RI, GCE, VOI, and BDE. The 
computational results showed that the K means image 
segmentation consumes less time but it provide poor result. The 
modified k means algorithm takes minimum numbers of 
iterations compare to k means. The conventional FCM consume 
more time and provide good result where as the improved FCM 
algorithm consume less time compare to traditional FCM and 
provide good result. Therefore form the computational results 
conclude that the proposed algorithms the improved FCM 
algorithm performed better than others in terms of performance 
accuracy and better convergence rate 
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Fig.3 Statistical Measures (a) RI (b) GCE (c) VOI, (d) BDE 
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