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ABSTRACT 

The notion of rough sets, introduced by Z. Pawlak  in 1982, is to 

capture impreciseness and  indiscernibility of objects. The basic 

assumption of rough set theory is that human knowledge about a 

universe depends upon their capability to classify its objects. 

Classifications (or partitions) of a universe and equivalence 

relations defined on it are known to be interchangeable notions. 

So, for mathematical reasons, equivalence relations were 

considered by Pawlak to define rough sets. But in practice, we 

can get non-equivalence relations, rather than equivalence 

relations for the study of approximations. In this paper, we find 

notion of neighborhood systems instead of equivalence relations, 

proposed by Lin (1988), Chu (1992) and Lin & Yao (1996), for 

the study of approximation and also we study some properties of 

1-neighborhood systems.    

General Terms 

 Expert Systems, Rough Set Theory  

Keywords 
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1. INTRODUCTION 
Uncertainty is an important part and is found a lot in our daily 

life. Theories to handle uncertainty are very before. Probability 

theory in statistics, the Dempster-Shafer theory of evidence [12] 

or the theory of belief functions, the fuzzy set theory, the rough 

set theory and their combinations are the main tool to deal with 

uncertainty. Recently rough set theory attracts not only the 

researcher of Artificial Intelligence but also the researcher of 

medical science, industry and business management etc. It has 

been successfully implemented in knowledge based systems in 

medicine [3, 10] and industry [1, 8].  

Z. Pawlak [9] introduced the notion of rough set theory in 1982. 

It is an excellent tool to capture indiscernibility of objects. 

Vagueness, Impreciseness, inexactness of a set (concept) are 

manipulated, by two exact sets, known as, lower approximation 

and upper approximation of the set. For the finite universe U, 

the lower approximation of a rough set comprises of those 

elements of the universe, which can be said to belong to it 

certainly with the available knowledge (information) and on the 

other hand the upper approximation comprises of those elements 

which are possible in the set with respect to the available 

information.  

Moreover, let U be a non-empty finite  set, called universe of 

discourse. Let R be an equivalence relation on U, called an 

indiscernibility relation, and U/R be the family of all 

equivalence classes of R on U. An ordered pair A = (U, R) is 

called an approximation space.  

For any subset X of U, the lower approximation of X in A under 

the indiscernibility relation R be defined by  

(i) ( ) [ ]{ }XxUxXR R⊆∈=  

and an upper approximation of X in A be defined by 

(ii) ( ) [ ]{ }φ≠∈= XxUxXR R I  

where [ ] ∈Rx U/R that is, [ ]Rx  be an equivalence class of R 

containing x, Ux∈ . 

Definition 1.1 : A set UX ⊂   is called rough with respect to 

the knowledge R (the equivalence relation R) if and only if 

( ) ( )XRXR ≠ . 
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The set X is called definable with respect to knowledge R if and 

only if ( ) ( ).XRXR =  

( ) ( )XRXR ~   is called the border line region of X with 

respect to the knowledge R and is denoted by )(XBN R   

Thus ( ) ( )( )XRXR ,  is a rough set for X under the available 

knowledge R (an equivalence relation R) for any subset X of the 

universe U.  

Lower and upper approximations in A have the following 

properties : 

1.1 ( ) ( )XRXXR ⊆⊆  

1.2        ( ) ( ) ( ) ( ) φφφ ==== RRUURUR ,  

1.3         ( ) ( ) ( )YRXRYXR UU = and    

             ( ) ( ) ( )YRXRYXR II =  

 

1.4        ( ) ( ) ( )andYRXRYXR II ⊆  

           ( ) ( ) ( )YRXRYXR UU ⊇  

 

1.5    ( ) ( ) ( ) ( )XRXRXRXR ~~,~~ ==  

1.6   ( )( ) ( )( ) ( ) andXRXRRXRR ==  

       ( )( ) ( )( ) ( )XRXRRXRR ==  

For an element  Ux∈ , we say that x is certainly in X under 

the equivalence relation R (knowledge R) if and  only if 

)(XRx∈ and that x is possibly in X under R if and only if 

( ).XRx∈  

From property 1.4, according to Pawlak ([11]), the knowledge 

included in a distributed knowledge base is less than in the 

integrated one, in other words, dividing the knowledge base into 

smaller units in general, causes loss of information. In this 

article we find the conditions for which, there is no loss of 

information.  

In the next section we study some properties of neighborhood 

operators. The objective of this paper is to extend the results of 

J.W. Grzymala – Busse [4] and other properties in the 

neighborhood systems.   

2. NEIGHBORHOOD OPERATORS  

let U be the universe of discourse, U be non-empty and finite 

and x be an element in U.  

A neighborhood of x, denoted by  n (x), is a non-empty subset of 

U which may or may not contain x. A neighborhood system of 

an element x, denoted by NS(x), is the maximal family of 

neighborhoods of x. If x has no neighborhood, then NS(x) is an 

empty family, in this case, we simply say that x has no 

neighborhood.  

In this paper we consider only 1-neighborhood systems, that is, 

each object Ux∈ has exactly one neighborhood in U.  

A neighborhood system of U, denoted by NS(U), is the 

collection of NS(x) for all Ux∈  . The system (U, NS (U)) is 

called neighborhood system space or simply neighborhood 

system.  

A neighborhood operator 
UUn 2: →  assigns a unique 

neighborhood n(x) to each element Ux∈ . We find the 

following properties of 1- neighborhood operator n. (Yao  [14]). 

2.1 : A neighborhood operator n is serial if for all Ux∈ , 

these exists a Uy∈  such  that )(xny∈ , that is, for all 

Ux∈  φ≠)(xn  

2.2 : The neighborhood  operator n is inverse serial if for all 

Ux∈ , there exists Uy∈  such that )(ynx∈ ,    

( ) Uxn
Ux

=∪
∈

 

2.3 : The neighborhood operator n is reflexive if for 

all Ux∈ , )(xnx∈ .  

2.4 : The neighborhood operator n is symmetric if for all  

Uyx ∈,   

 )(ynx∈   ⇒ )(xny∈   

2.5 : The neighborhood operator n is transitive if for all 

Uzyx ∈,,   

 )(xny∈ , )( ynz∈ )(xnz∈⇒ .  
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A reflexive neighborhood operator is both serial and inverse 

serial. The family of neighborhoods ( ){ }Uxxn ∈  of an 

‘inverse serial neighbourhood operator’ n forms a covering of 

the universe.  

Let n denote an arbitrary neighbourhood operator and n(x) be 

the corresponding neighborhood of  Ux∈  Then we define a 

pair of approximation operators [6, 14], for any subset X of U. 

(iii) ( ) ( ){ }XxnUxXR n ⊆∈=    

 ( )[ ]{ }XyxnyyUx ∈⇒∈∀∈=  

(iv) ( ) ( ){ }φ≠∩∈= XxnUxXR n  

  = ( )[ ]{ }XyxnyyUx ∈∈∃∈ ,  

For an equivalence relation R on U, the equivalence class [x]R 

may  be considered as a neighborhood of. Ux∈  Let n denote 

an arbitrary 1-neighborhood operator and n(x) be the 

corresponding neighborhood of Ux∈  By substituting [ ]Rx  

instead of  n(x) we get the approximation operators (i) & (ii). 

Thus the approximation operators (iii) and (iv) are the 

generalization of (i) & (ii).  The system (2U, ∩, ∪, ∼, nn R,R ) 

is called the rough set algebra. The subscript n indicates that the 

approximation operators are defined and based on a particular 

neighborhood operator n. 

Thus under the information available on U with respect to the 

neighborhood operator n, ( ) ( )( )XRXR nn , is a rough set for 

X, UX ⊂ The border line region of X be give by 

( ) ( ) ( )xRxRxBN nnn ~=  

Theorem : 2.1 (Yao, [14]) For an arbitrary neighborhood 

operator n, the pair of approximation operators satisfies the 

properties : 

(a)  ))(~(~)( XRXR nn =   

(b)  ))(~(~)( XRXR nn =   

(c) φφ == )(,)( nn RUUR   

(d) )()()( YRXRYXR nnn ∩=∩       

(e) )()()( YRXRYXR nnn ∪=∪         

where X and Y are two subsets of U. These properties also imply 

the following properties of approximation operators. 

(f) )()()( YRXRYXR nnn ∪⊇∪   

(g) )()()( YRXRYXR nnn ∩⊆∩   

(h) )()( YRXRYX nn ⊆⇒⊆     

(i) )()( YRXRYX nn ⊆⇒⊆   

(j) }){(~)( xRXR n

Xx

n U
∈

=   

(k) })({)( xRXR n

Xx

n U
∈

=    

Properties (a) and (b) show that approximation operators Rn & 

nR  are dual to each other. Properties (h) and (i) state that 

approximation operators are monotonic with respect to set 

inclusion. Inclusions in the properties (f) and (g) are of great 

interest, according to Pawlak ([11]), dividing the knowledge 

base into smaller units causes loss of information. These can be 

proved for equalities.  

Additional properties of approximation operators are given 

below. 

Theorem 2.2: (Yao [14]) Suppose  
UUn 2: →  is 1-

neighborhood operator. If the neighborhood operator is serial 

then 

(l) φφ =)(nR , UURn =)(  and         

)()( XRXR nn ⊆  

The operator n is inverse serial then. 

(m) for all Ux∈ , UxRn ≠})({(~ and 

φ≠})({xRn   

The operator n  is reflexive then.  

(n) )()( XRXXR nn ⊆⊆   

Now we will prove the following theorem. 

Theorem 2.3: Let 
UUn 2: →   be a serial and inverse serial  

1-neighborhood operator and  U = {x1, x2, x3 , ….. , xn} be the 

finite universe. Then for any two subsets UXX ⊂21,   we 

have  

 (o)  )()()( 2121 XRXRXXR nnn ∩⊂∩
≠

 

 if and only if these exists at least one neighborhood n(xj), 

for   Ux j ∈  , such that 

 (p) φφ ≠∩≠∩ )(,)( 21 jj xnXxnX   
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  and 

 (q) φ=∩∩ )()( 21 jxnXX   for nj1 ≤≤  

Proof. (Sufficient Part) 

 We have, for  Ux j ∈  

   )()( 11 XRxxnX njj ∈⇒≠∩ φ  and   

 )()( 22 XRxxnX njj ∈⇒≠∩ φ  

 so that ∩∈ )( 1XRx nj )( 2XRn  

But from hypothesis .)()( 21 φ≠∩∩ jxnXX  This implies 

)( 21 XXRx nj ∩∉  

Hence )( 21 XXRn ∩ )()( 21 XXRn ∩⊂
≠

 

Conversely from hypothesis there exists one neighborhood 

)( kxn  for Uxk ∈ such that 

 )()()( 21 XRXRxn nnk ∩⊂ ,but 

( )21)( XXRxn
nk ∩⊄  

that is, ( ) ( ) ( ) ( )21 XRxnandXRxn
nknk ⊆⊆ , but 

( ) ( ) φ≠∩∩ 21 XXxn k  

This implies ( ) ( ) φφ =∩=∩ kk xnXxnX 21 ,  and 

( ) ( ) .21 φ=∩∩ kxnXX  

This completes the proof: 

The following theorem comes immediately.  

Theorem 2.4 : Let U = {x1, x2, …………, xn} be an finite 

universe and let 
UUn 2: →  be a 1- neighborhood operator 

having serial and inverse serial property. Then for any two 

subsets X1, X2 of U, 

 ( ) ( ) ( )2121 XRXRXXR
nnn

∩=∩   

if and only if these exists no x(xj) such that the properties (P) 

and (q) hold both.  

Example 1: Let U = {x1, x2, x3, x4} be a universe, and a 

neighbourhood operator n on U be given by n (x1) = {x1, x2}, 

n(x2) = {x3},     n(x3) = {x2},       n(x4) = {x2, x4} 

Let  X1 = {x1, x2},        X2 = {x2, x3}   then 

 
( ) ( )
( ) ( ) .

,,

121

1211

φ

φφ

≠∩∩

≠∩≠∩

xnXXbut

xnXxnX
 

Now

( ) { } ( ) { }432124,311 ,,,,, xxxxXRxxxXR
nn

==  

& as { } ( ) { }43121221 ,,, xxxXXRxXX
n

=∩=∩   = 

( ) ( ).21 XRXR
nn

∩  

Also, taking another neighbourhood n(x2),  

( ) ( ) φφ ≠∩=∩ 2221 , xnXxnX  and 

( ) ( ) φ=∩∩ 221 xnXX  and hence  

( ) ( ) ( )2121 XRXRXXR
nnn

∩=∩ . 

Next, Let us consider two subsets of U,  Y1 = {x1, x3},                

Y2 = {x2}; 

Then ( ) ( ) φφ ≠∩≠∩ 1211 , xnYxnY  but 

( ) ( ) φ=∩∩ 121 xnYY  

Now

( ) { } ( ) { },,,, 4312211 xxxYRandxxYR
nn

==  

So that  

 ( ) ( ) ( ) { }12121 xYRYRYYR
nnn

=∩⊂∩=
≠

φ  and 

hence Theorem 2.3. 

Corollary 2.1 Let UUR →:   be an equivalence relation 

and {Y1, Y2, …Yn} be a  classification of U under R. Then for any 

two subsets X1, X2 of U.  

( ) ( ) ( )2121 XRXRXXR ∩⊂∩
≠

 if and only if there 

exist at least one Yj such that  

( ) .1,, 2121 φφφ =∩∩≤≤≠∩≠∩ jjj YXXandnjYXYX

.1 njfor ≤≤  
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Corollary 2.2:  Let UUR →:  be an equivalence relation 

and {Y1, Y2, …Yn} be a  classification of U under R. Then for any 

two subnets X1, X2 of U.  

 ( ) ( ) ( )2121 XRXRXXR ∩=∩  if and only if 

there exists no Yj such  that  

 φφ ≠∩≠∩ jj YXYX 21 ,  and 

( ) φ=∩∩ jYXX 21  hold ; for each j = 1, 2, …..n.  

Proof : It can be proved directly by taking R instead of Rn in 

Theorem 2.3 and 2.4. 

 We note here that there is no loss of information even if we 

divide the knowledge base into the smaller units.  

 In similar manner we can prove the following theorems.  

Theorem 2.5:Let U = {x1, x2 …………………..….., xp} be a 

finite universe and let UUn 2: → be a serial and inverse 

serial neighborhood operator.  

Then for any two subsets X1, X2 of U,  

(r)  ( ) ( ) ( )2121 XXRXRXR
nnn

∪⊂∪
≠

 if and 

only if there exists at least one neighborhood n(xj) for Ux j ∈   

such that  

(s)  ( ) ( ) ( ) ( )jjjj xnxnXxnxnX
≠≠
⊂∩⊂∩ 21 ,  

and  

(t)  ( ) .1,21 pjxnXX j ≤≤⊇∪  

Proof : (Sufficient part) 

  From Hypothesis (s) and (t), 

  ( ) ( ) ( ) ( )21 XRxnandXRxn
njnj ⊄⊄ but 

( ) ( ) pjXXRxn
nj ≤≤∪⊂ 1,21  

This implies ( ) ( ) ( )2121 XXRXRXR
nnn

∪⊂∪
≠

 

(Necessary part) 

Suppose that ( ) ( ) ( )2121 XXRXRXR
nnn

∪⊂∪
≠

 

That is, there exists one n(xj)  for Ux j ∈   such that 

( ) ( )21nk XXRxn ∪⊂  but 

( ) ( ) ( )21 XRXRxn
nnk ∪⊄  

that is, ( ) ( ) ( )121 XRxnandXXxn
nkk ⊄∪⊆ , 

( ) ( )2XRxn
nk ⊄  

This implies ( )kxnXX ⊇∪ 21  and 

)()(1 kk xnxnX
≠
⊂∩  and )()(2 kk xnxnX

≠
⊂∩  

for k = 1, 2,……., p. 

Hence the theorem. 

Theorem 2.6: Let U = {x1, x2, ….. xn} be a finite universe and   

UUn 2: → be a serial and inverse serial neighbourhood 

operator. Then for any two subset X1, X2 of U. 

)()()( 2121 XXRXRXR nnn ∪=∪  

if and only if these exists no n(xj) for Ux j ∈  , such that the 

properties (s) and (t) hold. 

Corollary 2.3 : Let  UUR →:  be an equivalence relation 

and {Y1, Y2,….. Yn} be a classification of U under R. Then for 

any two subsets X1, X2 of U. 

 )()()(
2121

XXRXRXR ∪=∪  

if and only if there exists no Yj such that 

 
jj

YYX
≠
⊂∩

1
,

jj
YYX

≠
⊂∩

2
 

and jYXX ⊇∪ 21     , j = 1,2,3…….n 

 In this case there is no loss of information in the distributed 

knowledge base. We find a theorem for general case as. 

Theorem 2.7: Let U= {x1,x2,……..xp} be a finite universe and 

UUn 2: →   be a serial and inverse serial neighbourhood 

operator. Then for a finite number of subsets X1 ,X2, …….. , Xk of 

U. 

 )(
11

in

k

i
i

k

i
n XRXR

==
∩=






∩  
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if and only if there exists no n(xj), for Ux j ∈  , pj1 ≤≤  such 

that ( ) φ=∩ ji xnX  and 

 φ=∩







∩
=

)x(nX ji

k

1i
 for each i=1,2,3….. k, and j = 1, 2, 

….., p hold. 

Suppose we are given an information system S = (U,Q,V,d), 

where U is a nonempty finite universe, Q = C ∪D is a set of 

attributes, C is a non-empty finite set called conditions of S and 

D is also a non-empty finite set called decision of S and              

C ∩ D=φ, q
Qq

VUV
∈

= is a non-empty finite set called  values 

of attributes, Vq is the set of values of attribute q, called domain 

of q and d is a function of QU ×   onto V, called description 

function of S such that qVqxd ∈),(   for all Ux∈   and 

Qq∈  . 

Let QP ⊂ , P is nonempty ,  the two elements x, y of U are 

indiscernible by P in S if and only if ),(),( aydaxd =  for 

each Pa∈ .  

3. APPROXIMATION   OF    

CLASSIFICATION 

 Classifications of universes play important roles in basic 

rough set theory. We define below a classification formally. 

Definition 3.1 : Let F = {X1,X2,……..Xk} be a classification of 

U, that is φ=∩ ji XX   for  ji ≠  and UX i

k

i
=∪

=1
. Let 

R be an equivalence relation over U. Then FRFandR  

denote respectively the R-upper and R-lower approximations of 

the classification F and are defined as  

{ })(,),......(),()( 21 kXRXRXRFR =  and                 

)}(.,).........()(),({)( 321 kXRXRXRXRFR =  

Properties of approximation of classifications established by 

Grzymala-Busse (1988 [ 4]) establish that the two concepts, 

approximation of sets and approximation of classifications are 

two different issues and that the equivalence classes of  

approximate  classifications  can not be arbitrary sets. These 

results of Busse are irreversible. It was observed by Pawlak [11] 

that, from the results of Busse “If we have positive example of 

each category in the approximate classification then we must 

have also negative examples of each category”. In this article, 

we further analyze this aspect. 

For the approximation operation nR  and nR , we have 

( ) ( ) ( ) ( ){ }
knnnn XRXRXRFR .....,,.........2,1=  

and 

( ) ( ) ( ) ( ){ }knnnn XRXRXRFR .,..........,........., 21=
 

 We use the following notation for the following theorems : 

Let Nk = {1,2,3,….., k}. for any subset kNI ⊂   , Ic is the 

complement of I in Nk.  

Theorem 3.1 : Let F = {X1,X2,……..Xk}      be a classification of 

a finite universe  U= {x1,x2,……..xp} and let 
UUn 2: →   be 

a serial and inverse serial 1- neighborhood operator. Then  

 ( ) φ≠∪
∈ i

Ii
n XR  if and only if ( ) UXR i

Ii
n c

≠∪
∈

 

In particular, for any set UB ⊂ , 

 ( ) φ≠BR n  if and only if ( ) ;UBR c

n ≠  where Bc is 

the complement of B in U.  

 Also we note here that, for any subset B of U, 

( ) φ≠=YBR n  if and only if ( ) .~ YUYBR cc

n ==  

Proof: (Necessary)Suppose that ( ) φ≠∪
∈ i

Ii
n XR , then there 

exists one Ux j ∈   such that ( ) i
Ii

j Xxn
∈
∪⊂  so that  

( ) ( ) φ=∪∩
∈

i
Ii

j Xxn
c

, that is, ( ) .Xxn j
Ij

j c








∪⊄
∈

 

Hence UXR j
Ij

n c
≠






 ∪

∈
. 

(Sufficiency)  

Let us suppose UXR j
Ij

n c
≠






 ∪

∈
 

This implies, ( ) .UXRU jn
Ij c

≠
∈

 

then there exists one  Ux j ∈  such that 

( ) φ=







∪∩
∈

j
Ij

j Xxn
c
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That is  ( ) .i
Ii

j Xxn
∈
∪⊂   

Hence ( ) .φ≠∪
∈ i

Ii
n XR  Hence the theorem.  

Corollary 3.1 : [13] Let F = {X1, X2, ……..Xk} be a 

classification of U and R be an equivalence relation on U and 

kNI ⊂ . Then  

 ( ) φ≠
∈

i
Ii

XUR  if and only if .UXRU j
Ij c

≠
∈

 

Proof : This can be proved directly from Theorem 3.1. We 

prove this corollary for clarity.  

Let us suppose that 

UXRthatsoUXRU j
Ij

j
Ij

cc
≠






 ∪≠

∈∈
,  

So there exists [x]R for some  Ux∈  such that 

[ ] φ=





 ∪∩

∈
j

Ij
R Xx

c
 

That is, [ ] ., φ≠




 ∪∪⊂

∈∈ i
Ij

i
Ij

R XRhenceandXx  

Conversely, suppose .φ≠




 ∪

∈ i
Ij
XR  

Then there exists Ux∈   such that 

[ ] [ ] φ=∩∪⊆
∈

jRi
Ij

R XxThusXx . for 

c

j

c IjallforXRxSoIj ∈∉∈ ,. . 

Hence .UXR j
Ij c

≠∪
∈

 

Corollary 3.2 : (Proposition 2.5 of Pawlak [11], Busse [4]) 

Let F = {X1, X2,……Xk} be a classification of U and R be an 

equivalence relation on U.   If                                

 
( ) ., UXRijNjeachforthen

NiforXR

jk

ki

≠≠∈

∈≠φ
 

Corollary 3.3 : (Proposition 2.7 of  Pawlak [11], Busse [4]) 

Let F and R are defined on U as above. If 

UXRthenholdsXR ii ≠≠ φ  for all     kNi∈  

Now we will prove another theorem for neighborhood operator.  

Theorem 3.2 : Let F = {X1, X2, ……….. , Xk} be a classification 

of a finite universe U = {x1, x2,………. xp} and let 

UUn 2: →   be a serial and inverse serial neighborhood 

operator. Then for kNI ⊂ ,  

( ) φ=∪
∈ i

Ii
n XR if and only if .UXR j

Ij
n c

=





 ∪

∈
 

Proof: The proof follows from the following equivalences.  

 φ=




∪
∈

i
Ii

n XR  

⇔  for all ( )
i

Ii
jj XxnhaveweUx

∈
∪⊄∈ ,  

        ⇔  for all ( ) φ≠





 ∪∩∈

∈
j

Ij
jj XxnUx

c
,  

 ⇔ .UXR j
Ij

n c
=






 ∪

∈
 

Corollary 3.4 : [13] Let F = {X1, X2, …….., Xk} be a 

classification of an universe U and R be an equivalence 

redaction on U.  for any kNI ⊂   

( ) φ=∪
∈ i

Ii
XR  if and only if .UXR j

Ij c
=






 ∪

∈
 

Corollary 3.5 : (Proposition 2.6  or Pawlak [11], Busse [4]).  

Let F = {X1, X2, …….Xk} be a classification of U and R be an 

equivalence relation on U. If there exists kNi∈   such that 

UXR i=  then for each kNj∈  , φ=≠ jXRij ,  (The 

apposite is not true).  

Corollary 3.6 : (Proposition  2.8 of Pawlak [11], Busse [4]) 

Let F =  {X1, X2, …….Xk} be a classification of U and R be an 

equivalence relation on U. if UXR i=  for all kNi∈  than 

φ=iXR  for all kNi∈ . (The opposite is not true).     
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4. DEPENDENCY  

Let U be a non-empty, finite Universe,
UUkn 2:, →  be two 

1- neighborhood operators. Then union, denotes kn∪ , be a 

neighborhood operator,  UUkn 2: →∪  be defined by 

)()())(( jjj xkxnxkn ∪=∪    for each .Ux j ∈  

Similarly a neighborhood operator, intersection, 

UUkn 2: →∩   be defined by  

)()())(( jjj xkxnxkn ∩=∩    for  each   .Ux j ∈  

Definition 4.1 : Let U be finite universe, 
UUkn 2:, →   be 

two 1-neighborhood operators and Rn ,  Rk be their 

corresponding approximation operators. The approximation 

operator Rn depends upon the approximation operator Rk, 

denoted  by nk RR ⇒ , if and only if )()( jj xnxk ⊆  for 

every  element .Ux j ∈   

We note here that )()( jj xnxk ⊆  for each Ux j ∈  if and 

only if ( ) ( )XRXR nk ⊇  for any set UX ⊂  and  

( ) ( )XRXR nk ⊆ .                        This is equivalent to  

( ) ( ) ( ) ( ) ( ) ( )XBNXRXRXRXRXBN nnnkkk =−⊆−=

 for  UX ⊂  . 

Note: K = (U, R) be a knowledge base  when R be the family of 

all equivalence relations defined on U. Let P be a family of 

equivalence relations defined on U and Q be another family of 

equivalence relations on U and  P,Q⊂ R. According to Powlak 

([11]), Knowledge Q depends upon knowledge P, denotes  

P  ⇒  Q    if and only if IND (P) ⊂ IND (Q), which is 

equivalent to, for any    subset X ?⊂  U, the borderline region of 

X under the equivalence relation IND (P) is contained in the 

borderline region of X under the relation IND (Q) that is,  

)()( )()( XBNXBN QINDPIND ⊆  for UX ⊆ . 

Taking this point of view, we get the Definition 4.1 the 

dependency on the neighborhood operator.  

Definition 4.2 : Let U be a finite universe, 
UUkn 2:, →    

be two  1- neighborhood operators. The approximation operators 

Rn and Rk are equivalent, denoted as kn RR ≡   if and only if 

nk RR ⇒   and  

kn RR ⇒  also Rn and Rk are independent, 

denoted as kn RR ≠  if and only if neither  nk RR ⇒   and  

kn RR ⇒  hold.  

Proposition 4.1: Let U be a finite universe, 

UUpkn 2:,, →    be the 1-neighborhood operators with 

serial and inverse serial property, and Rn, Rk, Rp be their 

corresponding approximation operators Then.  

(i) nk RR ⇒  and pn RR ⇒  implies 

pk RR ⇒  

(ii) nkk RR ∪⇒  , nkn RR ∪⇒  

(iii) knk RR ⇒∩  and nnk RR ⇒∩  provided           

nk ∩ is an inverse serial operator.  

(iv) nk RR ⇒ ,   np RR ⇒  implies  

npk RR ⇒∪  

(v) nk RR ⇒  , pk RR ⇒  implies 

pnk RR ∩⇒    provided pn ∩ is an inverse 

serial operators.  

(vi) nk RR ⇒  if and only if nkk RR ∪≡  .  

Proof: For nk RR ⇒  we get )()( jj xnxk ⊆  for all 

.Ux j ∈  and for pn RR ⇒   we have  

( ) ( )
jj xpxn ⊆  for each .Ux j ∈    

Hence ( ) ( ) ( )jjj xpxnxk ⊆⊆  for each .Ux j ∈  that is,  

pk RR ⇒  , (i) is proved ; similarly others can be proved.  

Definition 4.3: Let U = {x1, x2, x3, …….xn} be a finite universe 

and  
UUpk 2:, →    be two serial and inverse serial 

neighborhood operators. Now we say that the approximation 

operator Rk depends on the approximation operator Rp in a 

degree d, denotes kdp RR ⇒  , if and only if  

( )
Ucard

Mcard
kd p ==γ  where  
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M = ( ) ( ){ }jjj xkxpUx ⊆∈  

If d = 1, we say that Rk depends totally on Rp and if d = 0, we 

say that Rk is independent to Rp and at that time  φ=M  

If     o < d < 1,  we say that  Rk  depends partially on  Rp  with 

degree  d.  

Example 2 : Let U = {x1, x2, x3, x4, x5} Let 
UUk 2: →     be 

an serial and inverse serial neighborhood operator.  

 

( ) { } ( ) { } ( ) ( )2342221 ,,, xxkxxxkxxk === , 

( ) { } ( ) { }535214 ,,, xxxkxxxk ==  

Let 
UUn 2: →    be another serial of inverse serial 

neighborhood operator such that  

 

( ) { } ( ) { } ( ) { }423422321 ,,,,, xxxnxxxnxxxn ===

 , ( ) { } ( ) { }53255214 ,,,,, xxxxnxxxxn ==  

Let  { } UxxxX ⊂= 531 ,,  

Then ( ) { } ( ) { }545 ,, xxXRxXR kk ==  and 

 ( ) ( ) { }541 ,,, xxxXRXR nn == φ  

Now, ( ) ( ) ( ) { }4xXRXRxBN kkk =−= and  

( ) ( ) ( ) { }541 ,, xxxXRXRxBN nnn =−=  

Thus as ( ) ( ) nknk RRxBNxBN ⇒⊂ , , Also, here 

( ) ( ) .Uxeachforxnxk jjj ∈⊆  

Let 
UUp 2: →    be a serial and inverse serial neighborhood 

operator such that 

( ) { } ( ) { } ( ) { }4342231 ,,, xxpxxxpxxp === , 

( ) ( ) ( ) { }53514 ,, xxxpxxp ==  

Now ( ) { } ( ) { },,,, 422321 xxxpkxxxpk =∪=∪  

( ) { } ( ) { } ( ) { }5352144,23 ,,,, xxxpkxxxpkxxxpk =∪=∪=∪  

Thus 

,nkupnknp RRimpliesRRandRR ⇒⇒⇒
 

as. ( ) ( ) Uxeachforxnxpk
jjj
∈⊆∪  

Next. M= ( ) ( ){ }jjj xkxpUx ⊆∈  =  { }542 ,, xxx  

Then  

( )
5

3
===

Ucard

Mcard
kd pγ  : that is, degree of 

dependency of Rk on Rp be 0.6.  

5. CONCLUSION 

In computing world a notion of partitioned rough set (Pawlak 

rough set) is too restrictive, for that, we propose a generalized 

notion, namely, neighborhood systems which may be an 

effective notion in expressing some complex uncertainty. In this 

article the class of 1-neighborhood system, that is, each element 

has exactly one neighborhood are studied and we find the 

condition for which there is no loss of information in a 

distributed knowledge base by dividing the knowledge base into 

smaller fragments. Also we extended the result of Busse [1988] 

to obtain properties of approximations of classifications which 

are necessary and sufficient type. Dependency through the 

neighborhood operator be defined and a proposition is 

established.  
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