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ABSTRACT 

Now-a-days due to increase in the availability of computing 

facilities, large amount of data in electronic form is been 

generated. The data generated is to be analyzed in order to 

maximize the benefit of intelligent decision making. Text 

categorization is an important and extensively studied 

problem in machine learning. The basic phases in the text 

categorization include preprocessing features like removing 

stop words from documents and applying TF-IDF is used 

which results into increase efficiency and deletion of 

irrelevant data from huge dataset. Application of TF-IDF 

algorithm on dataset gives weight for each word which 

summarized by Weight matrix. Preprocessing reduces the size 

of dataset which ultimately improves the performance of 

search engine. After that, index is generated from dataset. 

Index contains term with its occurrence in file and also its 

location in file. This paper discusses the implication of 

efficient Information Retrieval system for text-based data 

using clustering approaches.  
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1. INTRODUCTION 
The ability to search for a user need within a collection of data 

which is relevant to the users query is called Information 

Retrieval. In data mining field size of database is becoming 

huge and complex. To retrieve appropriate information from 

such a database is time consuming. Hence to minimize time 

and enhance the capabilities of IR system we are going to 

apply some data mining approaches to database with 

clustering so as to facilitate efficient IR system. The different 

measures for evaluating the performance of information 

retrieval systems have been proposed. To implement the 

measures it requires a collection of documents (dataset) and a 

query. All the common measures described here assume a 

ground truth notion of relevancy, every document is classified 

to be either relevant or non-relevant to a particular query. In 

practice the queries may be ill-posed and there might be 

different shades of relevancy. The importance of 

preprocessing is emphasized by the fact that the quantity of 

training data grows exponentially with the dimension of the 

input space. It has already been proven that the time spent on 

preprocessing can take from50% up to 80% of the entire 

classification process [1], which clearly proves the importance 

of preprocessing in text classification process. The first step 

during preprocessing is to remove these Stop words [2], many 

of the most frequently used words in English are useless in 

Information Retrieval (IR) and text mining. These words are 

called 'Stop words'. Stemming techniques are used to find out 

root/stem of a word. For example, the words, user, users, 

used, using all can be stemmed to the word 'USE'. In the 

present work, the Porter Stemmer algorithm [3], which is the 

most commonly used algorithm TF-IDF is one of the most 

commonly used term weighting algorithms in today’s 

information retrieval systems. Two parts of the weighting 

were proposed by Gerard Salton [4] and Karen Spärck Jones 

[5] respectively. 

TF, the term frequency, also called Local Term Weight, is 

defined as the number of times a term in question occurs in a 

document. IDF, the inverse document frequency is also called 

Global Term Weight and is based on counting the number of 

documents in the collection being searched that are indexed 

by the term.  

The product of TF and IDF also known as TF-IDF, is used as 

an indicator of the importance of a term in representing a 

document[6].The sequential pattern mining in document 

databases plays an important role, because it allows to identify 

valid, novel, potentially useful and ultimately understandable 

patterns[7]. Many multiple-scan approaches are proposed for 

mining sequential Patterns. Jian Pei, Jiawei Han, Behzad 

Mortazavi-Asl, Helen Pinto has proposed a novel sequential 

pattern mining method, called Prefix Span [8] (i.e., Prefix-

projected Sequential Pattern Mining), which explores prefix 

projection in sequential pattern mining. Prefix Span mines the 

complete set of patterns but greatly reduces the efforts of 

candidate subsequence generation. A typical Apriori like 

method such as GSP [9] adopts a multiple-pass, candidate 

generation and test approach in sequential pattern mining.In 

clustering, the algorithms perform an initial division of the 

data in the clusters and then move the objects from one cluster 

to another based on the optimization of a pre-defined criterion 

or objective function [10]. The frequent representative 

algorithms that use these techniques are k-means, k-medoids 

and expectation maximization. The k-means algorithm is the 

most popular because it is easy to implement and its time 

complexity is O(n), where n is the number of patterns or 

records, but it has serious disadvantages it is sensitive to 

outliers, it is sensitive to the selection of the initial centroids, 

it requires a prior definition of the number of clusters[11]. 
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2. SYSTEM ARCHITECTURE 

 

Fig 1: System Architecture 

1. Module 1 : Preprocessing  

2. Module 2 : Generating Inverted Index File  

3. Module 3 : Clustering  

4. Module 4 : Fitness Function  

5. Module 5 : Information Retrieval  

1. Module 1 : Preprocessing  

Given data may be incomplete, inconsistent & having some 

errors and also some irrelevant data. For example there are 

many stop words in a given text file at any given instance, 

these words increase the database size and also slows the 

further processing of data mining techniques [1]. The 

preprocessing techniques used in this experiment are stop 

word removal and term frequency inverse document 

frequency (TF IDF). 

A] Stop-Word Removal 

Many of the most frequently used words in English are 

useless in Information Retrieval (IR) and text mining. These 

words are called 'Stop words'. Stop-words, which are 

language-specific functional words, are frequent words that 

carry no information (i.e., pronouns, prepositions, 

conjunctions). In English language, there are about 400-500 

Stop words. Examples of such words include 'the', 'of', 'and', 

'to'. The first step during preprocessing is to remove these 

Stop words, which has proven as very important. The present 

work uses the SMART stop word list. 

B] TF-IDF 

Tf-idf stands for term frequency-inverse document frequency, 

and the tf-idf weight is a weight often used in information 

retrieval and text mining [16]. This weight is a statistical 

measure used to evaluate how important a word is to a 

document in a collection or corpus. 

2. Module 2 : Generating Inverted Index File  

Inverted index is a word-oriented mechanism for indexing a 

text collection to speed up the searching task The inverted 

index structure is composed of two elements: the vocabulary 

and the occurrences [17]. The vocabulary is the set of all 

different words in the text. For For each word in the 

vocabulary, the index stores the documents which contain that 

word (inverted index). 

3. Module 3: Clustering  

Cluster analysis or clustering is the task of grouping a set of 

objects in such a way that objects in the same group (called a 

cluster) are more similar (in some sense or another) to each 

other than to those in other groups (clusters) [12]. Clustering 

is a data mining (machine learning) technique used to place 

data elements into related groups without advance knowledge 

of the group definitions. The most popular clustering 

technique is k-means clustering. K-means clustering is a data 

mining/machine learning algorithm used to cluster 

observations into groups of related observations. 

4. Module 4 : Fitness Function 

Fitness function is a performance measure or reward 

function,which evaluates how each solution, is good. The 

fitness function plays a very important role in obtaining the 

best solutions within a large search space. Lead to a better 

retrieval performance. 

Without any prior knowledge of those relationships [13]. The 

k-means algorithm is one of the simplest clustering techniques 

and it is commonly used in data mining, biometrics and 

related fields [15]. 

5. Module 5 : Information Retrieval  

Information retrieval is the activity of obtaining information 

resources relevant to an information need from a collection of 

information resources. An information retrieval process 

begins when a user enters a query into the system. Queries are 

formal statements of information need [4]. 

Precision is the proportion of retrieved documents that are 

actually relevant and Recall is the proportion of relevant 

documents that are actually retrieved. 

3. MATHEMATICAL MODEL 
A] Procedure for Preprocessing 

 

Algorithm: Preprocessing 

 

Input: Dataset (Contains n no. of text files) 
 
Step 1: for each document in Dataset remove stop-   

             words. 

 
Step 2: for each word in the dataset calculate TF_IDF  

            and store the result in a weight  matrix. 

 
Step 3: for each element in weight matrix set the  

            threshold 'c' and calculate document  
          Frequency (DF) 

Step 4: for each term If DF< c then remove the term    

            along with its weight from weight matrix. 
 
Output: Preprocessed dataset. 

Term Frequency: It measures how frequently a term occurs in 

a document [1]. 

 
Document Frequency: DF of term is defined by the number of 

documents in which a term appears. 

Inverse Document Frequency: It measures how important a 

term is [1]. We need to weigh down the frequent terms while 

scale up the rare ones, by computing the following: 
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B] Inverted Index File 

Given a query, we use the index to return the list of 

documents relevant for this query. The inverted index 

contains mappings from terms (words) to the documents that 

those terms appear in. Each vocabulary term is a key in the 

index whose value is its postings list. 

C] K-means flowchart for clustering 

 

Fig.2: K-means Flowchart 

D] Fitness functions 
Similarity function is a performance measure or reward 

function, which evaluates how each solution, is good. They 

are used to improve the efficiency of the Information 

Retrieval system [14]. Here we have used 2 similarity 

functions: 

Cosine Fitness Function: 

It is used to measure the angle between query and document. 

Lower the angle higher the degree of similarity and higher the 

angle lower the degree of similarity between query and 

document [14]. 

 
where x is query vector and y is a document vector. 

Jaccard Coefficient 

The Jaccard coefficient, measures similarity as the 

intersection divided by the union of the objects. For text 

document, the Jaccard coefficient compares the sum weight of 

shared terms to the sum weight of terms that are present in 

either of the two documents but are not the shared terms. The 

formal definition is: 

             J= (A intersection B ) / (AυB) 

where A and B represents the documents and the value of 

coefficient ranges between 0 and 1. 

E ]IR Performance Measure 

Precision  is  the  ratio  of  the  number  of  relevant  records 

retrieved to the total number of irrelevant and relevant records 

retrieved. It is usually expressed as a percentage[18]. 

 

Recall is the ratio of the number of relevant records retrieved 

to the total number of relevant records in the database. It is 

usually expressed as a percentage [18]. 

 

4. EXPERIMENTATION AND RESULTS 
Dataset used for this experiment was created from 2 reference 

books namely Management Information System and 

Information System .Text files are created for each topic from 

book. Total 137 documents were created. Table 1 shows result 

after applying Stop Word Removal preprocessing technique to 

Initial dataset. There are total 6 2,978 words in dataset. Total 

26,676 Stop-Words were removed which result into reduction 

of dataset size in 26.58%. The size of dataset is showed in 

Table 2 [18]. 

Table 1. Stop word Removal 

            Total words in 

dataset 

Removed Stopwords 

from 

 dataset 
  

62,978 26,676 
  

Table 2. Dataset Size 
  

Initial Dataset size Dataset size after 

 removing stopwords 
  

415,403 bytes 304,984 bytes 
  

 

 
Fig.3: Preprocessing Result 
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The above graph in Figure 3 indicates approximately 40% 

reduction in the size of dataset.  

The preprocessed dataset is achieved through term by 

document matrix. The figure given below represents the 

generated Inverted Index File which contains term with its 

occurrence and also its location in file. This index file can be 

further used for developing clusters along with fitness 

functions and it facilitates easy information retrieval. 

 
Fig.4: Inverted Index File 

5. CONCLUSION 
The implementation of stop word removal through 

preprocessing algorithm has been successfully completed for 

sample dataset of 137 documents, dataset size reduced by 

40%. The output of generated inverted index file is also 

presented in paper which indicates easy and efficient retrieval 

of text documents as per user query from preprocessed 

dataset. There are several tasks for future work, among them: 

1) Clustering for effective information retrieval along with 

fitness functions, 2) Page Ranking.  
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