
International Journal of Computer Applications (0975 - 8887)
Volume 121 - No. 4, July 2015

Grammatical Swarm based Segmentation Methodology
for Lesion Segmentation in Brain MRI

Tapas Si
Dept. of ECE

National Institute of Technology Durgapur
West Bengal, India

Arunava De
Dept. of IT

Dr. B.C. Roy Engineering College
Duragpur, West Bengal, India

Anup Kumar Bhattacharjee
Dept. of ECE

National Institute of Technology Durgapur
West Bengal, India

ABSTRACT
This paper presents Grammatical Swarm based segmentation
methodology for lesion detection in brain’s magnetic resonance
image. In the proposed methodology, images are denoised us-
ing median filter at the outset. Secondly, images are segmented
using Grammatical Swarm based hard-clustering technique. Fi-
nally, lesions are extracted from the segmented images. The pro-
posed methodology is applied on six Axial-T2 magnetic resonance
images and compared with Particle Swarm Optimizer, K-Means
and FCM based segmentation methods using quantitative perfor-
mance measurement index. The experimental results show that
the proposed methodology statistically outperforms other methods.
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1. INTRODUCTION
1.1 Background
In medical diagnosis, mutlimodal Magnetic Resonance Imaging
(MRI) [1, 2] segmentation is an important image analysis task.
Segmentation of multimodal MRI is now very important in detec-
tion of lesion in the brain. Magnetic resonance imaging provides
detailed information about brain lesions, tumor anatomy, vascu-
lar supply and cellular structure. For the effective diagnosis, treat-
ment and monitoring of the brain disease, it is now an important
tool [1]. MR images of brain can have maximum seven classes
or objects [5]:(i) background, (ii) cerebrospinal fluid(CSF), (iii)
white matter, (iv) gray matter,(v) bone, (vi) scalp and (vii) le-
sion. There are different types of modalities of brain MRI of the
same patient: (a) T1-Weighted (b) T2-Weighted (c) Proton den-
sity (ρ-weighted) (d)Fluid-attenuated inversion recovery (FLAIR)
(e)diffusion-weighted(DW) (f) Perfusion-weighted (PW) [2]. In
this article, only T2-Weighted images are used for segmentation
because this type of modality has the intrinsically higher soft tissue
contrast resolution. Segmentation is a process to partition the image
into different regions or segments or class. The main difficulties in

MRI segmentation are (a) noise (b) the bias field (intensity inhomo-
geneity i.e. smooth intensity change inside originally homogeneous
regions) and (c) the partial volume effect i.e. a voxel contributes in
multiple tissues [6, 7]. During past several years, a lot of contribu-
tions has been made in segmentation as well as detection of lesion
or tumor in brain MRI and some of these are discussed in the next
subsequent section.

1.2 Related Works
Brain MRI segmentation is to divide the image into different class
of tissues as well as to detect lesion. W. M. Wells et al. [8] pro-
posed an adaptive segmentation of MRI images and this method
used the knowledge of tissue intensity properties and intensity in-
homogeneities to correct and segment the MRI image. Expectation-
Maximization (EM) algorithm was used to obtain the bias field.
A knowledge-based technique for automatic segmentation of brain
MRI was presented in article [9]. First, Fuzzy C-Means (FCM)
clustering algorithm is used to segment the image in this method.
An expert system was used with initial FCM segmentation to de-
tect normal or abnormal slice of MRI. S. Saha et al. [10] pro-
posed an automatic segmentation technique of multispectral mag-
netic resonance image of the brain using new fuzzy point symme-
try based genetic clustering technique. Real-coded variable string
length genetic fuzzy clustering technique (Fuzzy-VGAPS) was
used to evolve the number of clusters present in the Multiple Scle-
rosis MRI data set automatically. M. Y. Siyal et al. [11] proposed an
intelligent modified fuzzy c-means based algorithm for bias (or in-
tensity inhomogeneity) estimation and segmentation of brain MRI.
A. Dasgupta [12] segmented the brain MRI for lesion detection us-
ing a modified Fuzzy C-Means algorithm which can filter the image
at the time of segmentation of noisy image. A. De et al. [13] pro-
posed masking based segmentation of diseased MRI Images. An
entropy based maximization using Particle Swarm Optimizer was
used to select the suitable threshold value for brain MRI segmen-
tation to separate the lesions from healthy tissue cells and a vari-
able mask is used to de-noise the image. A. De et al. [3, 4] used
hybrid particle swarm optimization with wavelet mutation based
segmentation for brain MRI. In these methods entropy based maxi-
mization is used to select proper threshold values for segmentation
of the images. J. Alirezaie et al. [5] used Back-Propagation neu-
ral network and Learning Vector Quantization neural network to
segment the brain MR images. In the year 2013, S. Sindhumol et
al. [14] proposed an automated brain tissue classification by multi-
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signal wavelet decomposition and independent component analy-
sis. In this method, a multi-signal wavelet analysis is applied on
input multispectral data. Signals are reconstructed from detail co-
efficients were used in conjunction with original input signals to do
Independent Component Analysis (ICA). Fuzzy C-Means (FCM)
clustering was performed on generated results for segmentation.
Y. Kong et al. [15] proposed an information theoretic discrimina-
tive segmentation method with supervoxel level feature extraction
for brain MR images. A. Islam et al. [16] introduced the detection
and segmentation of brain tumors using multifractal texture estima-
tion. T. Wang et al. [17] proposed a fluid vector flow (FVF) active
contour model to tumor segmentation in brain MRI. M. Huang et
al. [18] proposed a local independent projection-based classifica-
tion (LIPC) method using learning a softmax regression model for
brain tumor segmentation in MRI. E.S. A. E. Dahshan et al. [19]
made a State-of-the-Art review works on CAD systems developed
during the year 2005–2015 and also proposed a hybrid intelligent
machine learning technique in which they used principle compo-
nent analysis (PCA) for reducing the Wavelet features and Feed-
forward multilayer neural network (FFNN) for classification for
automatic detection of brain tumor. M.S. Yang et al. [20] presented
fuzzy-soft LVQ neural network in segmenting brain MR images.
N. Zhang et al. [21] proposed tumor segmentation in brain’s MRI
using Support Vector Machine (SVM) with feature selection in ker-
nel space. Grammatical Swarm based clustering algorithm (CGS)
is applied on Magnetic Resonance images and lesions are separated
from the healthy brain matters in [22].
This article is an extension of the work done by [22]. In this
improved segmentation methodology, images are de-noised using
3 × 3 median filter at first. Second, an clustering technique with
Grammatical Swarm (CGS) is used to segment the de-noised im-
ages. Finally, the lesions are extracted from the segmented images
by thresholding and connected component algorithm. In the arti-
cle [22], the CGS algorithm was applied on only two Axial-T2 MR
images and was not compared previously with any existing clus-
tering methods. In this paper, the proposed methodology is applied
on six Axial-T2 MR images and a comparative study is done with
PSO [23], K-Means [29] and FCM [30] based segmentation meth-
ods with both qualitative and quantitative measurement index (i.e
Dunn Index [24, 25]). Finally, statistical significance in the perfor-
mances of the methods has been tested. The proposed methodology
statistically outperforms other methods.

1.3 Organization of this article
The article is organized as follows:
Section 2 discusses the materials and methods. Experimental setup
is detailed in section 3, results and Analysis is given in section 4 and
finally section 5 deals with conclusions and future enhancements.

2. MATERIALS & METHODS
The proposed segmentation methodology has five steps. These
steps are given below:

(1) MR Image data acquisition.
(2) Denoising using 3× 3 median filter.
(3) Segmentation using Grammatical Swarm based hard-

clustering technique.
(4) Extraction of lesions from segmented MR images.
(5) Area calculation of lesions.

The flowchart of the proposed methodology is given in Fig. 1. The
various steps are discussed in detail in the next.

Fig. 1. Flowchart of the proposed method.

2.1 MRI Data Acquisition
Four Axial-T2 MRI images of human brain have been used for
the application purpose. All the images are generated by 1.5-T GE
Medical MRI machine. The slice thickness is 5.0 mm, the gap be-
tween consecutive slices is 1.5 mm. The resolution of each MR
image is 256× 256.

2.2 Denoising
Segmentation and lesion detection process faces problems due to
presence of noise across the images. The noises are removed from
images using median filter with window size 3× 3. The median is
calculated by first sorting all the pixel values from the window (i.e
pattern of neighbors) into numerical order, and then replacing the
pixel being considered with the median pixel value.

2.3 Segmentation Method
After denoising of the MR images, partitional clustering technique
is used to segment the images. Clustering is an unsupervised learn-
ing to explore the unknown nature of data through the separation
of a finite dataset, with or without a priori knowledge, into a fi-
nite and discrete set of hidden data structures [27, 28]. Iterative K-
means algorithm [29] is a widely used partitional clustering algo-
rithm. The objective of K-means algorithm is to minimize of intra-
cluster spread (ICS) for K number of clusters and it is expressed as
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following:

ICS =

K∑
k=1

∑
xi∈Ci

‖xi −mi‖2 (1)

where xi is the pattern in Ci cluster and mi is the mean of the
patterns in the same cluster and ‖.‖ is the Euclidean norm. The
K-means algorithm starts with randomly selected K cluster cen-
ters. Each pattern xi in the data set is then assigned to the closest
cluster. The centers are updated by the mean of the associated pat-
terns in the cluster. The algorithm is run until the maximum number
of iterations are reached or there is no improvement during some
successive iterations. Though K-means algorithm is very easy to
implement , it’s performance is data dependent and it is heavily
dependent on the initial cluster’s centers. This results K-means to
converge to suboptimal solutions.
The Swarm Intelligent or meta-heuristic algorithms [31] like Parti-
cle Swarm Optimizer (PSO) [23], Artificial Bee Colony (ABC) [32]
were applied to the partitional clustering problem and outper-
formed K-means algorithm in MR image classification or seg-
mentation. PSO has quick convergence speed but it often suffers
from premature convergence due to lacks in diversity. In this pa-
per, Grammatical Swarm based partitional clustering (CGS) al-
gorithm is used in segmentation and Grammatical Swarm based
clustering algorithm performs better than clustering with PSO [23]
because GS has more exploration ability in the search space than
PSO. Grammatical Swarm based clustering algorithm is discussed
in next.

2.3.1 Grammatical Swarm Based Clustering Algorithm. T. Si et
al. [22] proposed Grammatical Swarm based clustering algorithm
(CGS) in brain MRI segmentation. In this method, after getting de–
noised image using DWT based soft-thresholding technique, Gram-
matical Swarm based clustering algorithm is used for segmentation.
Generally, Grammatical Swarm is a variant of Grammatical Evolu-
tion which is used to generate computer programs in any arbitrary
language. Grammatical Swarm uses Particle Swarm Optimization
as a searching algorithm in genotype-to-phenotype mapping pro-
cess. Particle Swarm Optimization is discussed in next.

2.3.1.1 Particle Swarm Optimization. Particle swarm opti-
mization (PSO) [33] is a Swarm Intelligent algorithm used for func-
tion optimization. Each individual in PSO is termed as a particle
and a set of particles is termed as swarm. The current position yi
of ith particle is represented as < yi1, yi2, yi3, ..., yid > where d
is the dimension of particle’s position. Each particle stores its per-
sonal best ypi found so far. The best of all personal best solution is
known as global best yg of the swarm. Each particle is accelerated
by its velocity vi updated by the following equation:

vi(t+ 1) = w × vi(t) + c1 × r1 × (ypi (t)− yi(t))
+ c2 × r2 × (yg(t)− yi(t)) (2)

and position is updated as following:

yi(t+ 1) = yi(t) + vi(t+ 1) (3)

In Eq. (2), w ∈ (0, 1) is the inertia weight, c1 and c2 are the per-
sonal cognizance and social cognizance respectively. r1 and r2 are
two uniformly distributed random number generated in the range
(0, 1).
Inertia weight is linearly decreased with time in the range
(wmin, wmax) using the following equation [34].

w = wmax − (wmax − wmin)× (
t

tmax

) (4)

2.3.1.2 Backus-Naur Form of CFG. In Grammatical Swarm
based partitional clustering algorithm, the solutions i.e cluster’s
centroids are generated from the particle position by means of
BNF of Context-Free Grammar and real valued particle’s position
is rounded to nearest integer to form codons in the range [0, 255].
The probable solutions are integer values in the range [0, 255] be-
cause the image has gray values from 0 to 255. An integer value in
the range [0, 255] can be generated using the following grammar:

1. <value> := <digit1><digit3><digit3>
|2<digit2><digit2>

2. <digit1> := 0 | 1
3. <digit2> := 0 | 1 | 2 | 3 | 4 | 5
4. <digit3> := 0 | 1 | 2 | 3 | 4 | 5 | 6

| 7 | 8 | 9

The value in the range [0, 199] can be generated by
starting the derivation with production rule <value> :=
<digit1><digit3><digit3>. The value in the range [200, 255]
can be generated by starting the derivation with production rule
<value> := 2<digit2><digit2>.

2.3.1.3 Genotype-to-Phenotype Mapping. Only four codons
in genotype are needed to generate one integer value. If the num-
ber of cluster is K then the dimension of the position of the parti-
cle in GS is D = 4K. If any brain MR image contains the seven
classes [5], then maximum number of clusters will be 7. For this
application, the maximum dimension in GS can be 4× 7 = 28.

Fig. 2. An example of a part of genotype

A mapping process is used to map from integer-valued codon to the
rule number in the derivation of centers using BNF of CFG by the
following ways:
rule=(codon integer value) MOD (number of rules for the current
non-terminal)
If the current non-terminal <value> is in the derivation process,
then the rule number is generated by the following rule:
rule number=(190 mod 2)=0
<value> will be replaced by (<digit1><digit3><digit3>).
A complete derivation from genotype in Fig. 2 is given as follow-
ing:

<value> :=<digit1><digit3><digit3> (190 mod 2)=0
:=1<digit3><digit3> (157 mod 2)=1
:=10<digit3> (160 mod 10)=0
:=108 (198 mod 10)=8

2.3.1.4 Pixel Clustering. After mapping cluster’s centers
mk(∀k ∈ [1,K]) from the particle’s position yi, the euclidean dis-
tance of a pixel gray value xn is measured by the following equa-
tion:

Dnk =

[
d∑

l=1

‖xnl −mkl‖2
] 1

2

(5)

The closest cluster number k is assigned to pixel xn using the fol-
lowing equation:

k = min
∀k∈{1,2,...,K}

{Dnk} (6)
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2.3.1.5 Fitness Measure using Dunn Index. In the proposed
method, a quantitative measurement index called as Dunn In-
dex [24, 25] is used to measure the performance of clustering al-
gorithm. Dunn index is defined as following:

DI = min
i

{
min
i6=j

{
d(mi,mj)

maxk Sq(mk)

}}
, 1 ≤ i, j, k ≤ K (7)

d(mi,mj) is the inter cluster distance between clusters Ci and Cj
where mi and mj are the centers respectively. Sq(mi) is the stan-
dard deviation of intra-cluster distances in ith cluster and it is de-
fined by the following equation:

Sq(mi) =

 1

Ni

∑
x∈Ci

|x−mi|q
 1

q

(8)

where q = 2. The higher value of Dunn Index indicates bet-
ter clustering. But, PSO minimizes the objective function by de-
fault. Therefore, fitness of particles are assigned as follows: fiti =
−DIi. The Grammatical Swarm based clustering (CGS) Algo-
rithm is described in Table 1.

Table 1. CGS Algorithm
Algorithm:CGS

1. Initialize the population y of population size N
2. Initialize the velocity v
3. Decode the cluster’s centroids mk from the yi
4. Calculate the distances Dnk for each pixel xn from each cluster’s

centroid using Eq. (5) and assign the closest cluster using Eq.(6):
5. Calculate the fitness fiti of all particles
6. Calculate pbest and gbest.
7. g = 1

8. while g ≤ GENmax

9. for i = 1 : N
10. Update velocity vi and position yi using Eq. (2) and Eq. (3)
11. Do the steps 3, 4 & 5

12. Calculate new fitness fiti
13. Update pbest and gbest
14. End for
15. g = g + 1
15. End while

2.4 Lesion Extraction
After segmentation process, thresholding is done to get regions of
interest (ROI) and the highest intensity value of the cluster centers
is used as threshold. A connected component labelling algorithm
with neighbourhood size 4 is used to extract lesions from ROIs.

2.5 Area Calculation
After extraction, the area of lesions is calculated in terms of total
number of pixels in the lesioned images.

3. EXPERIMENTAL SETUP
3.1 Parameter Settings
The parameters of GS and PSO [23] algorithms are given in Ta-
ble 3.1. The population size and maximum number of iterations are
common in GS, PSO and these are set in such a way that all the

methods can evaluate maximum 3000 function evaluations. There-
fore, K-means and FCM methods are also ran with 3000 function
evaluations.

Table 2. Parameter Settings
Parameters GS PSO

Dimension(d) 4.K K
Population Size(N ) 30 30

Vmax 0.5× (Xmax −Xmin) 4

c1 = c2 1.49445 1.49445

wmax, wmin 0.9, 0.4 -
w - 0.72

w1, w2 − 0.5, 0.5

Maximum number of iterations 100 100

3.2 PC Configuration
(1) Operating System: Windows 7
(2) CPU: AMD FX -8150 Eight-Core 3.6 GHz
(3) RAM: 16 GB
(4) Software: Matlab 2010b

4. RESULTS AND ANALYSIS
The proposed methodology is applied with cluster number K = 4
on six Axial-T2 MR images given in the first column of Fig. 3.
The PSO, K-Means and FCM based methods are also applied on
the same set of images. The qualitative results in the form of seg-
mented images and extracted lesioned images with the best run are
given in Fig. 3 and Fig. 4 respectively. To measure the performance
of the methods, quantitative measure Dunn-Index is used. The mean
and standard deviation (in parenthesis) of Dunn-Index over 30 in-
dependent runs are given in Table 3. The area of lesion in brain is
calculated in terms of total number of pixels in lesioned images and
it is given in Table 4.
From Fig. 3, it can be visually determined that the proposed method
performs better than PSO, K-Means and FCM based methods. It
can be observed that PSO gets trapped into local optima for most of
the images. Though K-Means performs better than PSO for most of
the images, it also suffers from local optima problem. FCM based
method performs well only for 3rd image (in the first column of
Fig. 3). From Fig. 4, it is seen that proposed method performs better
than other methods in lesion detection.
In Table 3, the mean Dunn-Index values of the proposed method
over 30 independent runs are highest for all the images. Therefore,
GS based clustering technique performs better segmentation of the
MR images than other methods. To test the overall statistical sig-
nificance of the differences in the performances of the proposed
method with the other methods, Wilcoxon sign rank test [35] has
been done using the mean Dunn-Index values of 30 independent
runs for all images and the test results are given in Table 5. From the
Table 5, it is seen that the proposed method statistically performs
better than all other methods with significance level α = 0.05.
In Table 3, the standard deviations of Dunn-Index of the proposed
method over 30 independent runs are lower for all the images than
PSO and K-Means based methods. Therefore, GS based clustering
technique is more robust than PSO and K-Means based methods.
FCM based method is more robust than the proposed method but
it fails to deliver good quality of solutions. From this quantitative
analysis, it can be said that the proposed method performs better
than other methods with higher robustness. The calculated areas of
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extracted lesions obtained using the proposed method from the best
run in Table 4 are more accurate than other methods.
GS algorithm provides more exploration in the search space results
in better quality of solutions whereas PSO, K-Means and FCM pre-
maturely converge to sub-optimal solutions. The proposed method-
ology has also few limitations. Due to similarities in the intensity of
the pixels, other parts of healthy tissues are also segmented with the
lesions. These parts are well separated by connected component al-
gorithm. If the healthy tissues are connected with the lesion then it
cannot be segmented by connected component algorithm. Another
limitation of the proposed methodology is that the user has to give
cluster number explicitly.
The above analysis of both qualitative and quantitative results
proves that the proposed method performs better than other meth-
ods.

Table 3. Mean and standard deviation of Dunn-Index over 30 separate
runs (values in bold face indicates better)

MRI# GS PSO K-Means FCM
1 15.70(0.8564) 9.99(2.5949) 10.74(2.2056) 5.60(1.42e-6)
2 16.82(1.0346) 10.40(2.1913) 12.79(4.4809) 5.72(8.00e-6)
3 15.96(0.6096) 9.70(2.9899) 11.62(2.4006) 10.91(3.42e-6)
4 16.20(0.7252) 9.74(2.2719) 12.24(1.7329) 6.14(3.67e-7)
5 16.25(0.7977) 10.75(1.8014) 8.22(0.1393) 7.98(1.4650e-5)
6 15.28(0.5615) 10.25(2.2123) 8.98(0.0649) 8.67(6.7805e-6)

Table 4. Areas of extracted lesions (with
best run)

MRI# GS PSO K-Means FCM
1 349 238 516 2166
2 655 660 722 3424
3 816 829 914 933
4 592 281 819 1479
5 509 450 2431 2263
6 238 45 1841 1908

Table 5. Wilcoxon Signed Ranks Test Statistics using mean
Dunn-Index values over 30 independent runs. R+: sum of positive

ranks, R−: sum of negative ranks
Sl. No. Comparison R+ R− Z p(2− tailed)

1 GS vs PSO 21 0 −2.201 0.028

2 GS vs K-means 21 0 −2.201 0.028

3 GS vs FCM 21 0 −2.201 0.028

5. CONCLUSIONS
This paper proposes Grammatical Swarm based segmentation
methodology for lesion detection in MR image of brain. First, MR
images are denoised using median filter. Grammatical Swarm based
hard-clustering algorithm is used to segment the de-noised images.
Thresholding is performed to get region of interest containing le-
sion. Finally, the lesions are extracted from the the region of inter-
ests using connected component labelling algorithm. The proposed

methodology is applied on six Axial-T2 MR images. A compar-
ative study is made with PSO, K-Means and FCM based meth-
ods. Both qualitative and quantitative analysis of the experimen-
tal result demonstrates that the proposed segmentation methodol-
ogy performs better than other methods. The proposed segmen-
tation methodology can be further improved by removing inten-
sity inhomogeneities in the MR images. In the proposed method-
ology, clustering of images are carried out using predefined cluster
numbers given explicitly. Automatic clustering with Grammatical
Swarm will be developed in future to detect the number of clusters
automatically in the MR images.
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Fig. 3. 1st column: original MR images to be segmented, 2nd column: segmentation output of GS, 3rd column: segmentation output of PSO, 4th column:
segmentation output of K-Means, 5th column: segmentation output of FCM (partition become less prominent from 3rd column to 4th column).
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Fig. 4. Extracted lesions from segmented MR images (with best run), 1st column: GS, 2nd column: PSO, 3rd column:K-Means, 4th column:FCM.
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