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ABSTRACT 
Communication is the mean for data transfer over a medium 

to interact their expressions with each other. The common 

mode of communication is vocal speech conversation. The 

main modes of communication are constraint to vocally 

disabled individuals. For the communication of such 

individuals various means of communication is suggested, 

which are called as sign language. Aim: The aim of sign 

language alphabets recognition is to provide an easy, efficient 

and accurate mechanism for automatic translation of static 

sign (determined by a certain configuration of hand) to textual 

version in kannada language.  Problem Statement: The work 

presented in this paper goal to develop a system for automatic 

translation of static gestures of alphabets in kannada sign 

language. It maps letters, words and expression of a certain 

language to a set of hand gestures enabling an in individual to 

communicate by using hands gestures rather than by speaking. 

The system capable of recognizing sign language symbols can 

be used as a means of communication with hard of hearing 

people. Sign of the deaf individual can be captured, 

recognized and translated to words in kannada language for 

the benefit of blind people. Approach: It has been divided 

into two phases firstly, feature extraction phase which in turn 

uses histogram technique, Hough and Segmentation to extract 

hand from the static sign. Secondly classification phase uses 

neural network for training samples. Extreme points were 

extracted from the segmented hand using star skeletonization 

and recognition was performed by distance signature.  

Results: The proposed method was tested on the dataset 

captured in the closed environment with the assumption that 

the user should be in the field of view. This study was 

performed for five different datasets in varying lighting 

conditions. Conclusion: The developed system is focused 

with objective of reducing the communication gap between 

normal people and vocally disabled. 
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1. INTRODUCTION 
Humans understand one another by convincing their ideas, 

thoughts, and experiences to the people around them. 

There area unit varied ways that to realize this and therefore 

the best one of the remainder is the gift of speech. Through 

speech everybody will terribly convincingly transfers their 

thoughts and perceive one another. It will be injustice, if we 

have a tendency to ignore people who area unit empty 

this valuable gift. The sole suggests that of communication on 

the market to the vocally disabled is that the use of   sign 

language communication. The exploitation sign language 

communication they're restricted to their own world. This 

limitation prevents them from interacting with the outer world 

to share their feelings, artistic ideas and potentials.  Only a 

few people that do not seem to be themselves deaf ever learn 

to   sign language communication. This limitation will 

increase the isolation of deaf and dumb people from the 

common society. Technology is a method to get rid of this 

hindrance and profit these people many researchers have 

explored these prospects and have with success achieved 

finger spelling recognition with high levels of 

accuracy. However progress within the recognition of   sign 

language communication, as a full has varied limitations in 

today’s applications. Varied systems were projected for the 

automated recognition of   sign language communication. 

2. SIGN LANGUAGE 
Sign language could be a visual language consisting of 

varied signs, gestures, finger spelling and facial 

expressions. It’s the foremost common and natural suggests 

that of communication for the Hearing Impaired 

(HI). Historically, world’s deaf community has been in a 

disadvantage position within the society thanks to their 

inability to listen to, speak and properly communicate with 

others, let alone the indifference of the remainder of 

the people to be told signing employed by HI persons to 

specific their mind. Hence, there arises the requirement to 

develop some helpful tools, which might give an interface 

between a sign language and its spoken counterpart, in order 

that the gap between the two segments of the society may 

be decreased. Speech could be a generic mode of 

communication to specific the thinking from one individual 

to different. In varied eventualities, there may well be a 

limitation in providing communication between people and 

disabled persons. During this sort of things signing is one 

mode of communication for them. Hearing 

impaired will communicate through 

sign with people. Typically the sign language is 

additionally tough for the people to own communication 

some could perceive their views some might 

not. Therefore there is  a necessity for one system that lays a 

bridge between them with none problem in establishing 

communication. 

During this work an automatic system is projected, wherever a 

cue image is taken as input and a text are going to be an 

output. If it is  the case, anyone will perceive what people are 

attempting to specific. In recent year the analysis has 

progressed steady in relevancy the utilization of computers to 

acknowledge and render signing. The sign are 

not international countries have distinctive sign. 

Deaf people need to be treated same as people with equal 

rights and revered. Deaf people with skills data and valuable 

experiences, which might be shared like traditional people. 

There is being such a large amount 

of organizations that have return front, so as to scale back the 
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matter of deaf people. Among them Akshay akruti is one. 

Akshay akruti could be a registered, non-profit, non-religious 

organization operating for hearing 

improved children’s. It’s established in Hyderabad, Andhra 

Pradesh in 1996. At first this organization started with five 

childerns and currently to the tutorial wants of 

163 children’s. The most feature of this organization is being 

that the kids are inspired to talk through and 

actual methodology of teaching. The main target is to 

reinforce the residual hearing powers of the 

kids. So encouraging the kids to talk instead of deaf on sign 

communication. 

Deaf people face some challenges that the hearing 

world doesn't face and will notice troublesome to 

grasp deaf people face challenges. Deaf 

drivers should specialize in their attention, once driving 

associate automobile as a result of the are not capable to listen 

to traffic noise. Even the handicapped persons have support of 

family and friends; it’s doubtless that they're the sole deaf 

person within the family one cluster of friends. This 

could lead some deaf people to feel alone within 

the world. There is another downside that the 

deaf people facing. They are within the education field and 

albeit, the deaf people have the talent however he is not given 

preference. It additionally one among the downside for the 

deaf people. As deaf people are not getting tired to elucidate, 

the implication of hearing impairment is as linguistic and 

cultural distinction between deaf and hearing persons: 

Hearing impairment implies a specific approach of 

individuals developing their communication functions 

and there with return different variations. Moreover, 

communication in sign languages implies specific ways 

that of coping with social 

interactions, so deaf people naturally organize deaf 

communities at intervals the hearing societies during 

which they live and naturally build a culture of their own. 

3. LITERATURE SURVEY 
For the popularity of the signing slightly screen based 

mostly approach is developed in [1]. The author tries to 

acknowledge the character generated from the 

screen device and rework to speech signal supported a 

recognition algorithmic program. In an approach [2] the 

author suggests in recognizing the hand gesture supported the 

finger boundary tracing and tip detection. The author urged to 

spot the kannada sign supported the hand gesture passed. In 

[3] a computing approach at hand gesture recognition is 

developed for hearing and speech impaired. Don Pearson in 

his approach communication systems for the deaf 

[4], conferred a two manner communication 

approach, wherever he planned the usefulness of 

switched TV for each deaf to hearing and deaf to deaf 

communication. In his approach, attention is given to the 

necessities of image communication systems 

that modify the inattentive communicate over 

distances victimization phone lines. The visual language of 

the deaf is formed from signs [5], that area 

unit gestures created primarily with the hands and arms, 

and conjointly with the face and different components of the 

body. Sign will convey sophisticated ideas that a 

standard person uses sentences. Sentences area unit at a rate 

that is concerning identical as for a speech. The 

speed at that sentences area unit delivered 

victimization finger-spelling slows down, 

as additional words ought to be spelled during this manner. 

Signing, finger writing system, and lip-reading area 

unit ordinarily used for communication between 

deaf individuals and customary individuals. Finger-spelling is 

employed for technical words, place names, 

etc., wherever every letter needs to be communicated 

victimization fingers. Jesus F. Guitarte Perez, Alejandro F. 

Frangi, Eduardo Lleida Solano, and Klaus Lukas in their 

paper conferred a lip reading technique to boost the 

popularity rate on embedded setting [6]. They compare the 

performance of lip reading and therefore the standard noise 

reduction systems in degraded eventualities. 

They conferred an approach to use the improved speech 

recognition algorithmic program for deaf and dumb 

application. Towards the event of machine-driven speech 

recognition for vocally disabled individuals a system referred 

to as Boltay Haath [7] is developed to acknowledge West 

Pakistan signing (PSL) at Sir Syed university of engineering 

and technology. The Boltay Haath project aims to 

provide sound matching the accent and pronunciation of 

the individuals from the sign image passed. A carrying glove 

for vocally disabled is intended, to remodel the signed 

symbols to sounding speech signals victimization gesture 

recognition. They use the movements of the hand and fingers 

with sensors to interface with the pc. The system ready to 

eliminate a serious communication gap between the vocally 

disabled with common community. However Boltay Haath 

has the limitation of reading solely the hand or finger 

movements neglecting the body action, that is 

additionally wont to convey message. This offers a limitation 

to solely reword the finger and palm movements for speech 

transformation. The opposite limitation which will be seen 

with Boltay Haath system is that the signer may well be ready 

to communicate with a standard 

person however the contrariwise is not doable with it. This 

offers the limitation of unidirectional communication between 

the listeners and vocally disabled. A system is planned to 

beat the limitation of Boltay Haath system and supply a 

communication link from traditional person to physically 

disabled person. 

4. SYSTEM DESIGN AND 

IMPLEMENTATION 
The system is designed to visually recognize all static signs of 

the Kannada Sign Language (KSL) and all signs of  alphabets 

using bare hands. The user/signers are not required to wear 

any gloves or to use any devices to interact with the system. 

But, since different signers vary their hand shape size, body 

size, operation habit and so on, which bring more difficulties 

in recognition. Therefore, it realizes the necessity for signer 

independent sign language recognition to improve the system 

robustness and practicability in the future. The system gives 

the comparison of the three feature extraction methods used 

for KSL recognition and suggest a method based on 

recognition rate. It relies on presenting the gesture as a feature 

vector that is translation, rotation and scale invariant. The 

combination of the feature extraction method with excellent 

image processing and neural networks capabilities has led to 

the successful development of KSL recognition system. The 

system has two phases: the feature extraction phase and the 

classification phase. Images were prepared using portable 

document format form so the system will deal with the images 

that have a uniform background. The feature extraction 

applied an image processing technique which involves 

algorithms to detect and isolate various desired portions of the 

digitized sign. During this phase, each colored image is 

resized and then converted from RGB to gray scale one. This 

is followed by an edge detection technique. The goal of edge 

detection is to mark the points in an image at which the 
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intensity changes sharply. Sharp changes in image properties 

usually reflect important invents and changes in world 

properties. The next important step is the application of proper 

feature extraction phase  and the next is the classification 

phase, a three-layer, feed-forward back propagation neural 

network is constructed. 

4.1. Feature Extraction Phase 
Images of signs were resized to 80 by 64, by default imresize 

uses nearest neighbor interpolation to determine the values of 

pixels in the output image but other interpolation methods can 

be specified. Here bicubic method is used because if the 

specified output size is smaller than the size of the input 

image, imresize applies a low pass filter before interpolation 

to reduce aliasing. Therefore we get default filter size 11-by 

11. To alleviate the problem of different lighting conditions of 

signs taken and the HSV (Hue, Saturation, Brightness) non-

linearity by eliminating the HSV information while retaining 

the luminance. The RGB color space (Red, Green and Blue 

which considered the primary colors of the visible light 

spectrum) is converted through gray scale image to a binary 

image. Binary images are images whose pixels have only two 

possible intensity values. They are normally displayed as 

black and white. Numerically, the two values are often 0 for 

black and either 1 or 255 for white. Binary images are often 

produced by Thresholding a gray scale or color image from 

the background. This conversion resulted in sharp and clear 

details for the image. It is seen that the RGB color space 

conversion to HSV color space then to a binary image 

produced images that lack many features of the sign. So edge 

detection is used to identify the parameters of a curve that best 

fir a set of given edge points. Edges are significant local 

changes of intensity in an image. Edges typically occur on the 

boundary between two different regions in an image. Various 

physical events cause intensity changes. Goal of edge 

detection is to produce a line drawing of a scene from an 

image of that scene. Also important features can be extracted 

from the edges. And these features can be used for 

recognition. Here canny edge detection technique is used 

because it provides the optimal edge detection solution. 

Canny edge detector results in a better edge detection 

compared to Sobel edge detector. The output of the edge 

detector defines where features are in the image. Canny 

method is better, but in some cases it provides extra details 

more than needed. To solve this problem a threshold of 0.25 is 

decided after testing different threshold values and observing 

results on the overall recognition system. 

Feature extraction methods uses, 

1. Histogram technique 

2. Hough 

3. OTSU’s segmentation algorithm 

4. Segmentation and extraction with edge detection 

4.2. Classification Phase 
The classification of neural network has 256 instances as its 

input vector, and 214 output neurons in the output layer 

classification phase includes network architecture, creating 

network and training the network. Network of feed forward 

back propagation with supervised learning is used. 

5. RESULTS ANALYSIS AND 

DISCUSSION  
The performance of the recognition system is evaluated by 

testing its ability to classify signs for both training and testing 

set of data. The effect of the number of inputs to the neural 

network is considered. 

5.1 User Input 
 The user should make hand sign gestures which will be the 

input for the system for sign language recognition. During the 

training phase of the application, the user creates a data base 

of his /her hand sign gesture images. The training phase is 

complete when the system has captured enough gestures for 

which it knows the class and the system is then ready to 

recognize gestures. The gestures are captured by the webcam 

with a constant distance between the hand of the user and the 

camera. The illumination should also ideally be constant. a 

block color board is kept behind to make  the background 

constant and make the hand area identification process easier.  

For testing the unknown signs we have created a GUI as 

shown in figure 3,4 ,5 and 6  below, which provides the user 

an easy way to select any sign he/she wants to test and then 

after clicking on the apply pushbutton, it will display the 

meaning of the selected sign, look at below figures shows 

different GUI options. The figure 3 shows training of data 

base windows.   The figure 4 shows after selecting query 

sample, it is being display on to the user. The figure 5 shows 

testing selecting query sample and it extract features from the 

query sample and   finally the figure 6 shows recognized 

character from the query sample. The system is implemented 

in Matlab version 6.5. The recognition training and tests were 

run on a modern standard PC (1.5 GHz AMD processor, 128 

MB of RAM running under windows 2000.) WEB-CAM-1.3 

is used for image capturing.  

5.2. Data Set 
The data set used for training and testing the recognition 

system consists of gray scale images for all the KSL signs 

used in the experiments.  Also 8 samples for each sign will be 

taken from 8 different volunteers. For each sign 5 out of 8 

samples will be used for training purpose while remaining 5  

signs were used for testing. The samples will be taken from 

different distances by web camera and with different 

orientations. In this way a data set will be obtained with cases 

that have different sizes and orientations and hence can 

examine the capabilities of the feature extraction scheme.  

Following figure 1 and 2 shows kannada sign language and  

basic letter  list, consider for training.  

 

Figure 1.Shows a kannada sign symbol basic letter (16). 



International Journal of Computer Applications (0975 – 8887) 

Volume 121 – No.20, July 2015 

28 

 

Figure 2.Shows a kannada basic 16 letters lists. 

 

 

Figure 3. Shows training of data base windows. 

 

 

Figure 4 Shows after selecting query sample and is being 

display on to the user. 

 

 
 

Figure 5. Shows after selecting query sample and it extract 

features from the query sample. 

 

 

 

 
 

Figure 6. Shows   recognized word of kannada language   

from the query  sample. 

 

6. CONCLUSION 
Deaf and dumb people rely on sign language interpreters for 

communication. However, they cannot depend on interpreters 

every day in life mainly due to the high costs and the 

difficulty in finding and scheduling qualified interpreters. This 

system will help disabled persons in improving their quality 

of life significantly. The automatic recognition of sign 

language is an attractive prospect; the technology exists to 

make it possible, while the potential applications are exciting 

and worthwhile. The system is proved robust against changes 

in gesture. Using histogram technique we get the misclassified 

results. Hence histogram technique is applicable to only small 

set of KSL alphabets or gestures which are completely 

different from each other. It does not work well for the large 

or all 592 number of set of KSL signs. For more set of sign 

gestures segmentation method is suggested. The main 

problem with this technique is how good differentiation one 

can achieve. This is mainly dependent upon the images but it 

comes down to the algorithm as well. It may be enhanced 

using other image processing technique like edge detection as 

done in the presenting paper. We used the well-known edge 

detector like Canny, Sobel and Prewitt operators to detect the 

edges with different threshold. We get good results with 

Canny with 0.25 threshold value. Using edge detection along 

with segmentation method good recognition rate is achieved. 

Also the system is made background independent. As we have 

implemented sign to text interpreter in future reverse system 

can also possible to implement that is text to sign interpreter.   
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