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ABSTRACT

Online Social Networks are growing exponentially due to which
a lot of researchers are working on Social Network analysis. Link
Prediction is a task of predicting new links that may occur in future
in the social network. The link prediction problem has generated
a lot of interest due its widespread applicability across many do-
mains. We conducted a study on the different methods that have
been developed for link prediction. In most of these methods, the
social network is modeled as a graph, and the links are predicted
based on the similarities between two nodes. We have chosen seven
widely used similarity methods in our study. We found that on
the simulated data sets, Sorenson index method and Jaccard co-
efficient method performed well when compared to other methods.
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1. INTRODUCTION

A social network is a group of people, organizations or social enti-
ties who share something in common, the common bond could be
a set of social relationships such as friendship, co-working or in-
formation exchange. With the advent of internet, social networking
has predominantly become online. People interact on the web us-
ing Online Social Networks, such as Facebook and Twitter sharing
experiences and knowledge. A social network can be represented
as a graph, where nodes represent actors and edges represent ties
or interactions. For example collaboration between scientists can
be studied using Co-authorship networks [1], with the nodes rep-
resenting scientists and edges showing the collaboration between
them. Co-authorship Networks are academic social networks, Fig 1
shows an example of a Co-authorship network with the nodes rep-
resenting authors, and the edges representing Co-authorship. The
nodes A, B, C, D, and E represent authors and the edges between
them represent Co-authorship, i,e, there is an edge between two
nodes if the authors have coauthored a paper together. In the Fig
1, A has coauthored with B and C, B has coauthored with A, D
has coauthored with C and E and so on. Analyzing social networks
reveals some important information that can be used in many ap-
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Fig. 1. A Sample Co-authorship Network

plications. Social network Analysis is a field of research that deals
with the techniques and strategies for the study of social networks.
Link Prediction is one such task. It is a problem of predicting future
ties between two entities in a network based on the current relation-
ships. There is a lot of ongoing research on this problem because
it is interdisciplinary and has attracted researchers from the fields
of physics, economics and computer science [2]. Link Prediction is
useful in the study of network evolution [3], it also finds its applica-
tion in recommendation system on social networks [4], improving
sales in E-commerce and finding experts and collaborations in aca-
demic Social network [S]. It can be used in biological networks
such as protein to protein interaction and metabolic networks. It
also finds its applicability in unraveling the unknown connections
in the terrorist networks [6][7]. This wide spectrum of application
of Link Prediction motivated us to work on this problem. In the
literature we find that many methods have been proposed to solve
this longstanding problem. We have considered seven methods of
Link Prediction in our study, and presented an analysis on how they
performed on simulated data sets. The traditional methods will be
discussed in detail in section 2. Experimental set up adopted for
performance analysis of link prediction methods will be discussed
in section 3. In section 4 results obtained will be discussed.

2. RELATED WORK

We find a surge in the research on large networks recently. Compu-
tational analysis of social network has gained prominence, and link
prediction is one such problem. The problem of link prediction was
formally stated by libnen-Nowell [8] as Given a snapshot of a so-
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Fig. 2. Experimental Setup for performance analysis study of link prediction methods

cial network at time t, we seek to accurately predict the edges that
will be added to the network during the interval from time t to a
given future time t’”’. Many methods have been proposed in liter-
ature for prediction of Links in Social Networks. These networks
are modeled as a graph and the traditional methods of Link Predic-
tion are based on the similarity between the two nodes. There are
various methods to compute similarity, among them we have con-
sidered seven methods in our study. These methods were chosen
because they have been extensively studied by most of researchers
in the area, and these methods are also used as a baseline to propose
other novel methods for Link Prediction.

Link Prediction methods are broadly classified into two categories
Methods based on Node Similarities and Methods based on Ensem-
ble of Paths

2.1 Methods based on Node Similarities

For convention in this paper lowercase alphabetical letters are used
to represent nodes in the social network and uppercase alphabetical
characters are used to represent adjacency matrices of the network.
If matrix A is the adjacency matrix of a given social network, then
I'(z) denote the set of neighbors of node x, and |I'(x)| denote the
number of neighbors of node x. we discuss six different methods
based on Node Similarity

(a) Common Neighbor (CN): The CN [9] is defined as the number
of nodes that both x and y have a direct interaction with. If there
are more number of common neighbors between nodes x and y
it makes it more likely that a link can come up between them.
This measure is as defined below:

CN(z,y) = [[(z) NT(y)]
where I'(z) N T'(y) represent the intersection of set of neigh-

bors of nodes x and y

(b) Jaccard Coefficient (JC): It assumes higher values for pairs of
nodes which share a higher proportion of common neighbors
relative to total number of neighbors they have [10]. This mea-
sure is defined as:

IT(z) NT(y)|

T @ UT)

where I'(z) U I'(y) represent the union of set of neighbors of
nodes x and y

(c) Sorensen Index (SI): Besides considering the size of the com-
mon neighbors , it also points out that lower degrees of nodes
would have higher link likelihood [[11]. The measure is defined
as:

_ M@ nTw)

IT() + T(y)]
where |I'(z)| + |T'(y)| represent the sum of the number of
neighbors of nodes x and y
(d) Salton Cosine Similarity (SC): SC [12] is a common cosine

metric for measuring the similarity between two nodes x and y.
It is defined as:

ST

[D(z)NT(y)|
IT(@)[ - [T(y)]

where |T'(z)|.|I'(y)| represent the product of the number of
neighbors of nodes x and y

(e) Adamic-Adar (AA): It was proposed by Adamic and Adar
for computing similarity between two web pages [[13[], subse-
quently it has been used in Social Networks. It is defined as:

1
Z log [I'(z)]

zel'(z)NC(y)

(f) Preferential Attachment (PA): The PA [14] metric indicates
that new links will be more likely to connect higher-degree
nodes than lower ones. It is defined as:

PA(z,y) = [I'(z)].|T(y)]
2.2 Methods based on Ensemble of Paths

(1) Katz (KA): Katz metric [[15]] is based on the ensemble of all
paths, and it counts all paths of different lengths between two.
The shorter paths are given more weights by using damping
factor 8. This measure is defined as :

SC(.’E, y) =

AA(z,y) =

Katz = Zﬂl |paths.lr’y|
=1
The similarity measure between every pair of node in the con-
sidered network is computed using CN, JC, SI, SC, AA, PA
and KA. Based on the similarity measured new links (or fu-
ture links) will be predicted in the network. The details of this
empirical analysis is discussed in the following Section.
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Fig. 3. A sample random Graph G

Fig. 5. Graph P: Predicted graph for Threshold of one for CN

6 3. EXPERIMENTAL SET UP AND DATA

The traditional link prediction methods discussed in section 2
was implemented. The experimental set up of this implementa-
tion procedure is shown in Fig 2. A graph *G’ is randomly gen-
erated, from this graph some of the existing links are removed
to generate Graph "R’. The score for every node pair in graph
G is computed based on the various methods discussed in sec-
tion 2. New links are predicted based on the score to produce
the Prediction Graph *P’. The evaluation metrics are computed
and performance of the methods are analyzed. This process is
explained with an graph shown in Fig 3.

The Fig 3, shows a randomly generated graph G with 6 nodes
and 9 links. Fig 4, shows the graph R after removing 4 of the
existing links from the initial random graph G. The scores are
computed for every node pair in the Graph G using the Com-
mon neighbor method. The score for a node pair (x , y ) is the
number of common links they share, for example the node pair
(1,3) has three common links (i,e both nodes 1 and 3 have a link
to nodes 2,5 and 6) which is the score for this node pair. The

Fig. 4. Graph R: After edge removal in G

Table 1. CN score for scores of every node pair is listed in Table 1. All the edges are
Graph G. undirected, hence the score for node pair (x , y) is the same for

Node Pair | Score(CN) node pair(y , x). New links are predicted based on the score for
(1,2) 2 each node pair to produce the graph P. To predict the new links
(1,3) 3 the threshold is set to the minimum score which is greater than
(1,4) 1 0, in the example minimum score is 1, so we predict that a link
(1,5) 1 may exists between two nodes that has one common neighbor.
(1,6) 2 The Prediction graph P after predicting the links with thresh-
2.3) 2 old set to 1, is shown in Fig 5. This graph has four links, one
2.4 0 of which was removed in R is correctly predicted, it also pre-
2.5) 0 dicts three new links that did not exist. It does not predict a
2.6) ) link for the node pair(1,5) though the score for this node pair
G4 1 is 1, because a link for this node pair existed in G and was not
33) 1 removed in R. The threshold is incremented to the next higher
(3’ 6) 2 score, links are predicted between the node pairs that has com-
( 4’ 5) 0 mon neighbors equal to this threshold. This process is repeated
( 4’ o 1 for threshold ranging from minimum score to the maximum
’ score i,e the number of common neighbors between the con-
(5.6) 2 sidered node pair, in this example the threshold will take three

values 1,2, and 3. This process which is described for com-
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Fig. 6. ROC curve for graph of 50 nodes
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Fig. 7. ROC curve for graph of 100 nodes

mon neighbor method is done for all the other seven methods
described in section 2. After predicting the links based on var-
ious Link Prediction methods, they were compared by looking
at how many of the removed links were correctly predicted.
This is done using the Evaluation metrics from machine learn-
ing [16]]. The details of evaluation metrics is discussed in the
next section.
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Fig. 8. ROC curve for graph of 1000 nodes

4. RESULTS AND DISCUSSION

We will introduce the evaluation metrics that was used to gauge
the performance of the seven link prediction methods. Termi-
nologies of the evaluation metrics are as follows:

Positive: For a node pair (x, y) if there exists already a link
between them, such a link is referred to as positive.

Negative: For a node pair(x,y), if there is no link between them
we say there is a negative link.

True Positive (TP):When the removed link is been predicted
by a Link Prediction method then it is referred as a ”True Pos-
itive Link”

False Positive (FP):When the link is been predicted by a Link
Prediction method, but the link was not removed then it is re-
ferred as a “’False Positive Link”

True Negatives (TN):When the link was not removed, and has
not been predicted by a Link Prediction method then it is re-
ferred as a "True Negative Link”

False Negatives(FN):When the removed link was not been
predicted by a Link Prediction method then it is referred as
a "False Negative Link”

The True positive rate (TPR) and the False positives rate (FPR)
is computed as follows:

Let

Nrp:Represent Number of true positives

Nrp:Represent Number of false positives

Nrn:Represent Number of true negatives

Nrn:Represent Number of false negatives

Then,
Nrp
TPR= —————
Nrp + Npn
Nrp
FPR= ————
Npp + Nrn

ROC (Receiver Operating Characteristic): The ROC curve
plots TPR against FPR. A prediction metric is said to be better



than any other prediction metric if the ROC curve is consis-
tently higher. Fig 6 shows the ROC for a random graph of 50
nodes, Jaccard Coefficient (JC) method performs better than
other methods, Fig 7 shows the ROC for 100 nodes, Soren-
son Index (SI) gives a better performance. Fig 8 shows the
ROC of 1000 nodes, we can still find Sorenson Index per-
formed slightly better than other methods. Preferential Attach-
ment (PA) has a below average performance in all three cases.

5. CONCLUSION

In this paper, seven similarity methods that is widely used for
link prediction was chosen for study. All these methods were
implemented and their behavior on simulated data was ana-
lyzed. On the simulated data sets, Jaccard Coefficient method
performed better when compared to other methods for a net-
work of 50 nodes . The Sorenson Index performs slightly better
than Jaccard Coefficient when the number of nodes are 100 and
1000. This study has given us an in-depth understanding of the
problem of link prediction. We have identified the gaps in the
existing Link Prediction methods. Most of the methods take a
static view of the network, but social networks are highly dy-
namic. Social networks are growing exponentially and hence
scalability is another issue in most of the existing methods.
In future we intend to address these issues and propose novel
method for link prediction with improved performance.
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