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ABSTRACT 

Person re-identification is gaining significance in today’s 

world. In this paper, we present a novel method for re-

identifying persons in surveillance videos. We propose a new 

color based image descriptor which is used to extract the local 

interest points by subdividing the pedestrian image into upper 

and lower parts.   The descriptor is experimentally evaluated 

on two benchmark datasets.  
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1. INTRODUCTION 
In recent times, there is steady growth in the use of video 

surveillance systems. The increase in the use of surveillance 

cameras in public and private places to track and monitor 

various human activities has boosted the need for automated 

person re-identification systems.  The person re-identification 

systems will be useful for tracking and identifying individuals 

entering in a multi-camera surveillance system. Person re-

identification problem is very challenging due to reasons such 

as change in camera positions, angle of camera placement, 

lighting conditions, occlusions and so on. To re-identify a 

person, we cannot depend on the biometric cues such as face 

or gait because of the relatively low resolution images and 

variation of the angle in which image is captured. One of the 

common assumptions in such a scenario is that the appearance 

of the person being tracked is likely to be same. The 

information regarding the color of clothes and other local 

feature descriptors can be used to identify the person. 

In this paper, we propose a method of person re-identification 

by extracting local image descriptors and color features from 

the upper and lower parts of the body using color Pyramidal 

Histogram of Visual Words (PHOW) descriptor [1] and 

combining it with weighted HSV histogram [6]. The image 

features are combined and matched using k-nearest neighbor 

search. The overall methodology is shown in Fig 1. 

We call our method as Multi-Part Color Descriptor (MPCD) 

based person re-identification. Our method is tested on VIPeR 

[8] and ETZH [5] datasets. 

The rest of the paper is organized as follows. Section 2 gives 

an insight on the work done in the related field. Section 3 

discusses our method. Section 4 deals with methods used for 

feature matching and re-identification and Section 5 describes 

our experiments and results. Section 6 gives concluding 

remarks. 

 

Fig 1. (a) Input Image (b) PHOWC Descriptor of 

Subdivided Image (c) Weighted Color Histogram of (b) 

2. RELATED WORK 
Person re-identification is similar to instance recognition 

problem, where the task is to obtain a ranking score in 

comparison with the queried person. Appearance based re-

identification methods mainly depend on the image 

descriptors extracted from the interest points detected locally 

or globally [4]. A spatio-temporal method uses invariant 

signatures that are obtained by using normalized color and 

salient edgel histograms is discussed by N. Gheissari et al. [7]. 

In [5], a costume based identification approach is adopted. G. 

Jaffre et al. [9], symmetry of the human body is used. The 

body is divided into regions based on symmetry and 

descriptors are generated using three separate features such as 

the color Histograms in HSV color space, Maximally Stable 

Color (MSCR) to generate blobs of stable color and Recurrent 

High Structured Patches (RHSP) to extract highly recurrent 

image patches on the person’s appearance. Generation of a 

human signature by correlation of body parts of the person is 

discussed in [6]. Fast re-identification is explored in [11] by 

subdividing the human body into parts. [16], [3], and [13] 

have discussed advantages of color image descriptors. 

3. MULTI PART COLOR DESCRIPTOR 
In the pre-processing phase, we obtain the foreground 

silhouette of the person. This is obtained using STEL model 

as described in [10]. The meaningful segmentation of parts 

thus obtained is learned to detect the foreground of the image. 

This is adapted from [6] to obtain the foreground silhouette 

images. The foreground image of the person is subdivided 

into two parts featuring the upper part and lower part. Image 

feature vectors are computed separately for each subdivision. 
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We consider the anti-symmetry model proposed in [6] to 

subdivide the body in parts. 

3.1 Pyramidal Histogram of Visual Words 

Descriptor 

PHOW descriptor was introduced in [1]. This is a SIFT based 

descriptor which is extracted at different scales. We use the 

color version of this descriptor to obtain the features of the 

upper part and lower part of the foreground image. In the 

color version of PHOW, descriptors are extracted from three 

HSV image channels. K-means algorithm is used to form the 

visual word [17]. A histogram of the frequency of the visual 

words is computed. This step is adapted by dividing the image 

into smaller sub-regions. The frequency histograms which are 

computed for each sub regions are combined to form the final 

descriptor. 

3.2 Weighted Color Histogram 
Histograms exhibit invariance to image transformations such 

as translation and rotation along the viewing axis and the 

variation of changes in view angle, scale and occlusion leads 

to small variations in the histogram [14]. 

HSV color histogram is used to obtain the chromatic values of 

the upper and lower part of the body of the person. The 

weight of pixel is calculated from the vertical axes as in [6]. 

Pixel values near the vertical axes have more weightage. The 

pixel weightage is determined by a one dimensional Gaussian 

kernel. 

4. FEATURE MATCHING AND RE-

IDENTIFICATION 
Different features are combined to form a single signature. 

This section demonstrates how this is carried out. First, we 

find the PHOW-color descriptors for both upper part and 

lower part of the pedestrian. 

Let  

                                                                                  (1) 

be a collection of N images of pedestrians. Where     ,   
represent the upper and lower body parts, respectively. We 

find the PHOW-color descriptors for both    and   . This is 

denoted as  

PHOWC (        
      

       where     
  are feature 

vectors of      .                    (2) 

PHOWC         
      

       where   
    are feature vectors 

of                                                                 (3) 

A nearest neighbor classifier is used to find the distances 

between PHOWC (  
  ) and PHOWC (  

 ) where   and   are 

the image galleries and   contains the probe set. 

Similarly, the distances between PHOWC (  
 ) and PHOWC 

(  
  ) are also determined. The combined signature is formed 

by concatenating the distances. 

        

        
                 

             
     

                                                             (4) 

Where         is the distance of the PHOWC descriptor and 

    is the distance of the weighted histogram and   

normalized weights. The value of   is calculated as mentioned 

in [2]. 

5. EXPERIMENTS AND RESULTS 
We conducted experiments on two publicly available datasets:  

VIPeR [8] and ETZH [5]. The PHOW-Color descriptor was 

implemented using VLFEAT software [15]. 

VIPeR dataset consists of 632 images of pedestrians which 

are taken from different non-overlapping cameras. This 

dataset provides images of pedestrian with different poses, 

different lighting conditions and varied viewpoints. Each 

image has a size of 128 x 48. We used images in the folder 

CAM A as query images and the images in CAM B as gallery 

images. 200 images were used in this experiment. The CMC 

and SRR curves are shown in Fig 3. The rank 1 matching is 

above 20% in MPCD. 

ETZH dataset was used in [12] for pedestrian detection. The 

dataset consists of three sequences of images which are 

captured from moving cameras. We used the third sequence 

for our experiments. It consists of images of 28 different 

persons and a total of 1762 images. The CMC and SRR 

curves are shown in Fig 4. The figure shows a very good 

matching score of above 65% for rank 1. 

 

(a) 

 

(b) 

Fig 3. Performances on VIPeR dataset. (a) Cumulative 

Matching Characteristics Curve     (b) Synthetic 

Recognition Rate. 
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(a) 

 

(b) 

Fig 4. Performances on ETHZ dataset. (a) Cumulative 

Matching Characteristics Curve             (b) Synthetic 

Recognition Rate 

6. CONCLUSIONS 
Our paper addresses person re-identification method using 

appearance based color descriptor. Our method is based on 

extracting color descriptors from upper and lower parts of the 

pedestrian images. The challenges of illumination changes 

and pose invariances are dealt by this method. MPCD shows 

good recognition rates at lower rank score. Use of different 

classifying techniques can be explored to improve this work. 

Further, multiprocessing techniques can be employed to 

improve the execution speed of the MPCD descriptor. 
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