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ABSTRACT 

In recent years, meta-heuristics have become increasingly 

interesting in solving combinatorial problems including 

hardware-software partitioning. In this paper, we present a 

comparative study between some algorithms which involve 

meta-heuristics based on Tabu search, genetic algorithm and 

Binary Search Trees to address the problem of hardware-

software partitioning. In fact, meta-heuristics can produce 

acceptable solutions within a reasonable time, but they do not 

guarantee an optimal solution. We have proposed these 

algorithms to find the efficient hardware-software partition 

that minimizes the logic area of System on a Programmable 

Chip while respecting a time constraint. This paper presents 

an analysis of these meta-heuristics by identifying the 

fundamental ideas guiding the choice of a meta-heuristic in 

practice. 
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1. INTRODUCTION 
Systems on programmable chip (SOPC) are increasingly 

common in embedded systems. They consist of multiple 

functions including one or more processors, one or more 

reconfigurable areas, a signal processor Digital Signal 

Processor (DSP), various peripherals and memory or analog 

parts. Many hardware and software techniques must be 

developed to achieve specific constraints in terms of area, 

performance, power consumption, etc. In this paper, we 

present hardware-software partitioning algorithms based on 

Tabu search, genetic algorithm and Binary Search Trees to 

minimize the logic area on SOPC. In fact, the two proposed 

algorithms incorporate the Binary Search Trees respectively 

into genetic algorithm [1] and Tabu search. The main 

objective of these algorithms is to balance all design 

parameters to find a better compromise between the logic area 

of the application and its execution time. 

Combinatorial optimization has become increasingly used in 

many research fields such as operations research, discrete 

mathematics and computer science. Indeed, optimization 

problems [2] are difficult and many practical applications can 

be formulated as a combinatorial optimization problem [3] 

such as hardware-software partitioning. Generally, 

combinatorial optimization problems are easy to identify but 

difficult to solve. In fact, most of these problems are 

considered as NP-hard problems and there is no effective 

algorithmic solution for all data [4]. In this context, many 

approaches have been developed in operations research and 

artificial intelligence. These methods can be grouped into two 

categories as shown in Figure 1: exact method that ensure the 

completeness of the resolution and approximate methods 

which lose completeness to gain efficiency. 

 

Fig.1: The main methods of resolution 

2. RELATED WORK  
Today, several factors have resulted in the necessity of co-

design, such as the complexity of the structure of modern 

embedded systems, the requirements of embedded systems 

market, the emergence of multimedia systems, the 

requirements on cost, power and the performance. 

Traditionally, the hardware-software partitioning is done 

manually. Target systems are generally presented as a task 

graph, which describe the dependencies between the 

components of the embedded system. Many approaches have 

been developed to solve the problem of hardware-software 

partitioning [5], [6], [7], [8], [9] and they aim to automate the 

task of partitioning. These approaches include the exact 

methods and the meta-heuristics.  

The main principle of an exact method is to enumerate 

implicitly all solutions of the search space. These methods 

have techniques to detect earliest possible failures and specific 

heuristics to guide choices. Some of these methods include 

more traditional methods such as separation techniques and 

progressive evaluation. The exact methods have allowed 

finding optimal solutions for reasonably sized problems. 

Despite progress, particularly in terms of the integer linear 

programming, the execution time required to find a solution 

could increase exponentially with the size of the problem, the 

exact methods typically have difficulty with applications 

having a large size. Amongst the common approaches we 

quote the exact algorithms such as branch-and bound [10], 

integer linear programming [11] and dynamic programming 

[12]. These exact methods are used to solve problems with a 

small size in order to find optimal solutions.  
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A new generation of powerful and efficient approximate 

methods, often called meta-heuristics [13], [14] have been 

developed to overcome the drawback of the exact methods 

They are a very interesting alternative to treat large 

optimization problems where the optimality is not paramount. 

Meta-heuristics are represented mainly by methods of 

neighborhood such as such as simulated annealing algorithms 

[15], Tabu search and greedy algorithms [16], evolutionary 

algorithms such as genetic algorithm [17] and evolutionary 

strategies. They have been extensively used to solve 

partitioning problem. Now, with these meta-heuristics, we can 

propose approximate solutions for larger classical 

optimization problems and for many applications that it was 

impossible to treat previously [18], [19]. In recent years, the 

interest in meta-heuristics increases continuously in 

operations research and artificial intelligence. 

In this paper, we have proposed a comparative study between 

the hardware-software partitioning algorithms based on Tabu 

search, genetic algorithm and the two proposed algorithms 

which incorporate the Binary Search Trees (BST) respectively 

into Tabu search and genetic algorithm [1].  

3. BACKGROUND 

3.1 Binary search trees  

The most used data structure to store ordered data and retrieve 

information is the trees. They are the largest non-linear 

structure involved in the computer science. This structure can 

be adapted to the natural representation of organized and 

homogeneous information. The trees are used in many 

computing areas, such as compilation (representation of 

expressions by the trees syntax), imaging (quaternary trees), 

algorithmic (sorting methods or management information in 

tables), or in the fields of artificial intelligence (game trees, 

decision trees, resolution trees). The BST is interesting 

because they optimize the access time to information. In 

computer science, a BST, sometimes called an ordered or 

sorted binary tree, is a hierarchical data structure with a single 

reference to root node, each node has at most two child nodes 

(a left and a right child) and the label of each node is greater 

than any node in its left sub-tree and less than each node of 
the right sub-tree. 

3.2 Genetic algorithms 

Genetic algorithms have been developed by Holland [20]. 

They are the highly scalable methods based on biological 

mechanisms related to selection principles, and natural 

evolution. Genetic algorithms were quickly adapted to a 

variety of contexts. In a simple genetic algorithm [21], 

research is regulated by three operators (operator of 

reproduction, crossover and mutation operator) which are 

applied sequentially. They are generally used to find a 

solution, the best solution after a certain number of 

generations. 

The evaluation of the quality (fitness) of an individual can be 

illustrated with a numerical value, the quality of the genes that 

make up the individual. More the quality of an individual is 

higher, more it will have chance to be selected for 

reproduction. The reproduction is made by crossing two 

individuals. The generic operators are applied to the two 

selected individuals, usually cross-over and mutation. The 

reproduction provides two children (offspring) that are placed 

in the new population. Reproduction is repeated until we have 

completed the new population (the population size should 

remain constant). Then, we replace the old population by the 

new, and the process is repeated according to the needed 

number of generations. Finally, the algorithm will return the 

best individual of the latest generation as the solution of the 

problem. 

3.3 The Tabu Search 

The Tabu technique was introduced by Glover [22]. It is a 

general iterative method from combinatorial optimization and 

it can be considered as a generalization of local improvement 

methods. The principal of the Tabu Search is defined as 

follow: on the basis of any solution x belonging to the set of 

solutions X, we are moving towards a solution s(x) belonging 

to the neighborhood S(x) of x. Therefore, the algorithm 

explores iteratively the space of solutions X. In order to 

choose the best neighbor s(x), the algorithm evaluates the 

objective function "f" at each point s(x), and retains the 

neighbor that enhances the value of "f" or who degrades the 

least. 

4. PROPOSED ALGORITHM 
The proposed algorithms are based on the Tabu search, 

genetic algorithm and the BST. To reduce the logic area on 

SOPC, the small modules are assigned to the Left Sub-Tree 

(LST) and the large modules are assigned to the Right Sub-

Tree (RST). In fact, the left sub-tree is assigned to the 

hardware part and the RST is assigned to the software part of 

architecture. To improve the obtained hardware-software 

partitioning, genetic algorithm and Tabu search will be 

applied on the left sub-tree or on the RST according to the 

time constraint. In such a way we will have the tasks that will 

migrate from the software part to the hardware part of 

architecture or the contrary, in order to have the best 

hardware-software partitioning. The detail of the proposed 
algorithms is shown in Figure 2. 

 

Fig.2: Main procedures of the proposed algorithms 

http://en.wikipedia.org/wiki/Computer_science
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5. EXPERIMENTS RESULTS 
Our experiments were executed on the H.264 AVC which is 

the most recent standard for video coding. It has been 

developed by the ITU-T Video Coding Experts Group as 

shown in Figure 3 [6]. The H.264 contains an intra-prediction 

mode with 4×4, 8×8 and 16×16 block sizes. So, the various 

intra prediction modes influence the computational 

complexity of H.264 encoder. Recently efficient hardware 

architectures were proposed for the fast execution of 

H.264/AVC intra prediction mode selection [23][24].  
 

 

Fig 3: Blocks of H.264. 

Figure 4 shows the different blocks in the intra prediction 

graph which is composed by 28 tasks. 

 

 

Fig 4: Intra prediction graph. 

For the simulated data in Figure 5, Figure 6 and Figure 7, each 

algorithm was executed under Windows-7 on Acer-PC (Intel 

Core 2 Duo T5500; 1.66 GHz; 1GB of RAM) and has been 

written in JAVA language.  

In our experiments, we have applied the algorithms based on 

Tabu search, genetic algorithm and two proposed algorithms 

that incorporate the BST respectively into Tabu search and 

genetic algorithm. [1]. 

The algorithms are implemented using the following 

parameters: for the genetic algorithm, the initial population 

consists of 10 individuals, and each individual contains 28 

nodes, the probability of crossover is 0.6 and that of mutation 

is 0.1. For the case of Tabu search, the choice of initial 

solution is arbitrary. The size of the First In First Out list 

(FIFO) is the half of the number of tasks 

 

 

Fig 5: Run time 

Figure 5 shows that the combined algorithms require less time 

to reach the final solution. Indeed, the first combined 

algorithm (BST + genetic algorithm) has a gain of 69% 

compared to the algorithm based on genetic algorithm and the 

other combined algorithm (BST + Tabu search) has a gain of 

78% compared to the algorithm based on Tabu search 
 

 

Fig 6: Latency 

Figure 6 shows that the combined algorithms are slow in 

terms of application execution time. Thus the combined 

algorithm (BST + genetic algorithm) has a loss of 2.52% 

compared to the algorithm based on genetic algorithm and the 

combined algorithm (BST + Tabu search) has a loss of 
14.86% relative to the algorithm based on Tabu search. 
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Fig 7: Used resources  

Figure 7 shows that the proposed algorithms are more 

efficient in terms of area, because the combined algorithm 

(BST + genetic algorithm) has a gain of 4.75% compared to 

the algorithm based on genetic algorithm and the combined 

algorithm (BST + Tabu search) has a gain of 23.86% 

compared to the algorithm based on Tabu search. 

According to the results presented above, we are unable to 

conclude the perfect efficiency of our method. So, to evaluate 

our method, we have introduced the following metric Av: 
 

   
 

       
       (1) 

Amax: all nodes of the graph are implemented to the hardware 

part of the architecture. 

AL: the logic area consumed by the graph 

L: the whole latency of the graph 

Therefore, based on the above equation, a partitioning 

algorithm is classified to be good if it decreases the value of 

Av.  

 

 

Fig 8: The metric Av  

Based on the above design results shown in figure 8, the 

proposed algorithms are the bests in terms of Av value. 

Indeed, the combined algorithm (BST + genetic algorithm) 

provide a gain of 9.64% compared to the algorithm based on 

genetic algorithm and the combined algorithm (BST + Tabu 

search) has a gain of 52.46 % compared to the algorithm 

based on Tabu search. 

6. CONCLUSION 
Meta-heuristics are a set of approximate methods adaptable to 

a large number of combinatorial problems. They allow 

providing approximate solutions of good quality for a large 

number of classical optimization problems and for real 

applications having a large size. So whatever meta-heuristic 

used, it has become possible to solve combinatorial 

optimization problems having a large size. Therefore, these 

methods are currently being developed. In this context, we 

have presented a new approach based on Tabu search, genetic 

algorithm and Binary Search Trees to solve the problem of 

hardware-software partitioning in order to reduce the logic 

area on SOPC. The proposed algorithm [1] that incorporates 

the BST into Genetic Algorithm improves the complexity and 

the run time of the original genetic algorithm. The BST is 

used to reduce the search space and to have an optimized data 

access time. In fact, instead of performing the search in the 

whole BST, it will be done, on the left sub-tree or on the right 

sub-tree according to the time constraint. In this paper we 

have made a comparative study between the proposed 

algorithms and the algorithms based on genetic algorithm and 

Tabu search. The design result shows that our approach 

provides better design results in terms of the logic area. The 

prospects and future works include the apply of the proposed 

approach to intelligent algorithms 
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