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ABSTRACT
Financial fraud has become a daunting challenge for the business
companies and baking organizations worldwide. The development
of new technologies has provided further and more complicated
ways in which criminals commit fraud that result in disastrous
consequences. In this paper, we propose a Linear Discriminant
Analysis-based novel financial fraud detection model which per-
forms a two-tier classification based on three separate linear dis-
criminant functions. Each function performs its own classification
based on the training data and derives its own decision boundary for
classification. Then, our two-tier model takes the final classification
decision by utilizing the individual decisions of these discriminant
functions. We evaluate the performance of our model using real-
life datasets in terms of several standard metrics. Besides, we com-
pare the performance of our model with that of several other mod-
els found in the literature. Our experimental results suggest that
our model achieve reasonably improved classification performance
compared to the state-of-the-art ones.

Keywords:
Financial Fraud Detection, Linear Discriminant Analysis, Multi-
level Learning.

1. INTRODUCTION
Financial fraud has received great deal of attention in recent years
[1, 2, 3]. The number of reported incidents of credit card fraud, cor-
porate fraud, and money laundering fraud have been skyrocketing
in an alarming rate. With the evolution of modern technology and
the globalization of communication, the monetary loss and orga-
nizational consequences have become catastrophic. This alarming
phenomena is formally defined [1] as:

“A deliberate act that is contrary to law, rule, or policy
with intent to obtain unauthorized financial benefit”.

Financial fraud causes billions of dollars of loss worldwide each
year [1, 3]. Consequently, Financial Fraud Detection (FFD) have
become a very important area of research to prevent such devas-
tating consequences. FFD implicates to distinguish fraudulent data
from accurate data in order to enable the decision makers to de-
velop appropriate strategies to decrease the impact of fraud in an
automated way.

Statistical and data mining methods have been widely used [1, 4,
5, 6, 7, 8] to extract hidden information and patterns from very
large quantities of data. The process of applying a computer based
data methodology to discover knowledge from data−is called data
mining. It uses statistical, mathematical, artificial intelligence, and
machine learning techniques to extract and identify useful informa-
tion and subsequently gain knowledge from large database. Fraud
detection has become one of the leading established application
[6, 7] of data mining in both industry and government. Different
types of data mining techniques, such as Artificial Neural Networks
[8, 9, 10], Naive Bayesian method [8, 9], Decision Tree (DT) mod-
els [11, 12, 13], Support Vector Machines (SVM) [14], Logistic Re-
gression (LR) [8, 15], etc., have been used in recent studies. These
automated classification models liberate the decision makers from
daunting manual labors that include complex and time-consuming
investigations.
In this paper, we adopt a Linear Discriminant Analysis (LDA)
based two-tier classification model for classifying fraudulent trans-
action using three different linear discriminant functions. Each
function finds its own linear combination of features to define a de-
cision boundary that separates the fraudulent transactions from the
good ones. Our two-tier model then utilizes the decision of these
individual discriminant functions and takes the final classification
decision. In addition to designing this model, we investigate its per-
formance in terms of several standard metrics. Besides, we com-
pare its performance with that of several state-of-the-art data min-
ing models. Consequently, we make the following contributions in
this paper:

• We propose a two-tier classification model for FFD based on
LDA. LDA has been successfully used for several data mining
and machine learning based applications [16], [17], [18]. How-
ever, to the best of our knowledge, a proper and thorough in-
vestigation of LDA based FFD model is still unexplored in the
literature.

• We design three linear discriminant functions to accommodate
our model. These three functions learns their separate decision
boundary based on the given training data and make classifica-
tion decision. Based on their decision, we make the final classi-
fication decision, to classify new instance of the test data.

• In addition, we evaluate the performance of our model using
real-life datasets, in terms of several standard metrics. Further-
more, we compare this performance with that of several other
approaches found in the literature. Our simulation results sug-
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Fig. 1: Different types of financial frauds

gest that our two-tier model achieve reasonably improved per-
formance compared to these state-of-the-art models.

The rest of the paper is organized as follows: in Section 2, we high-
light different state-of-the-art data mining and machine learning
techniques for different types of FFD. Then, in Section 3, we de-
scribe the working principle of our proposed two-tier classification
model. Subsequently, we present the performance evaluation of our
model in Section 4. Finally, in Section 5, we draw our conclusions
and highlight some future work.

2. RELATED WORK
There are a number of research studies [1, 4, 5, 6, 7, 8, 19, 20,
21, 22, 23, 24] that use data mining-based classification models for
FFD. The design of these models differ for different categories of
FFD applications. There are a number of ways in which criminals
commit fraud. We summarize the most widely reported financial
frauds [1] in Fig. 1. The major categories of financial fraud are bank
fraud, securities and commodities fraud, insurance fraud, and other
related financial fraud. These categories can be further classified
to accommodate credit card fraud, money laundering fraud, auto-
mobiles insurance fraud, health insurance fraud, marketing fraud,
corporate fraud, etc.
For such a variety of FFD applications, a number of different data
mining and machine learning techniques are proposed in the litera-
ture. In particular, supervised learning based classification models
are the most widely used ones for FFD. These models use train-
ing data for learning the hidden patterns between fraud and good
instances. Then, it uses the learned information to classify a new
instance. Most commonly used classification techniques include
Artificial Neural Networks [8, 9, 10], Logistic Regression (LR)
[8, 15], Naive Bayesian method [8, 9], Decision Tree (DT) models
[11, 12, 13], etc. Besides, K-Nearest Neighbor [25] is often applied
in automobiles insurance and credit card fraud detection. In ad-
dition, Bayesian belief network [15] and Support Vector Machine
(SVM) [14] are used to generate adaptive and robust FFD models.
Furthermore, other regression-based statistical learning techniques
[8, 25] are used mostly for credit card and corporate fraud detec-
tion.
On the other hand, clustering is the most widely used unsupervised
learning for FFD. Most commonly used clustering techniques [8,

24] are based on K-means algorithm, Naive Bayesian model, self-
organizing map, etc.
Although a wide range of learning algorithms and classifications
models are used for FFD, a proper and thorough LDA for FFD is
still unexplored in the literature,which has been successfully used
for several data mining and machine learning based applications
[16, 17, 18]. Besides, all the classification techniques adopt a sin-
gle step learning using the whole dataset. Using the fraudulent and
good instances separately to investigate hidden patterns in each
case to develop multi-level classification models, is yet to be ex-
plored in the literature.

3. PROPOSED FFD MODEL
In this section, we discuss our proposed FFD model in details. We
adopt a Linear Discriminant Analysis (LDA) based FFD model.
At first, we discuss a basic LDA based classification model. Then,
we present our two-tier classification model, its training and testing
mechanisms, and corresponding algorithm.

3.1 Basic LDA Model for FFD
LDA is widely used for classification ([16, 17, 18]) in the area of
machine learning and data mining. It finds a linear combination of
features to define a decision boundary that separates two or more
classes.
Let us consider a training dataset,D having |D| instances. Each in-
stance has d numeric attributes, i.e., features. That is, each feature
vector ~xi (i ∈ {1, 2, . . . , |D|}) is a d-dimensional numeric vector,
that corresponds to a class Ci. Here, Ci can be either 0 or 1, denot-
ing good and fraud transactions, respectively. For this dataset, the
objective LDA is to find a decision boundary g(~x), which is given
by the following equation:

g(~x) = ~wt · ~x+ w0 =

d∑
j=0

wjxj (1)
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Here, ~w is the weight vector that we need to find and the value of x0
is taken as 1. Based on the value of g(~x), the classification decision
is made using the following equation:

Ci =

{
0 , if g(~x) ≥ 0
1 , Otherwise (2)

3.2 Our Two-Tier Model
We design a two-tier classification model for classifying fraudu-
lent transaction using three different linear discriminant functions.
Each function finds its own linear combination of features to de-
fine a decision boundary that separates the fraudulent transactions
from the good ones. Our two-tier model then utilizes the decision
of these individual discriminant functions and takes the final clas-
sification decision. Now, we explain this model with mathematical
and algorithmic formulation.
We present the parameters and notations that we use in our model

in Table 1. Here, ~Y gi and ~
Y fi are two distance vectors for the ith

instance ofD. These two vectors numerically represent how distant
the feature vector ~x is, from a typical (i. e, average) good and fraud

instance, respectively. Values of the jth element of ~Y gi and ~
Y fi is

1, if the value of xij is more than one standard deviation apart from
the corresponding mean feature values: mg

j and mf
j , respectively.

Otherwise, values of the jth element of ~Y gi and ~
Y fi is the fraction

of its distance in one standard deviation.
In a basic LDA model, we feed the feature vector ~x to the discrim-
inant function so that it finds a decision boundary between good
and fraud instances in the feature space. In our model, we feed the

distance vectors, i.e., ~Y gi and ~
Y fi to the discriminant function to

generate decision boundaries between good and fraud instances in
the distance vector space.
First, we consider the following discriminant function for the ith
instance in D:

gg( ~Y
g
i ) = ~wtg · ~Y

g
i + wg0 (3)

Here, ~Y gi is the distance vector in terms of ~∆g
i . We find the weight

vector ~wg so that we get the decision boundary gg( ~Y
g
i ) to correctly

classify the instance using the following equation:

Cgi =

{
0 , if gg( ~Y

g
i ) ≥ 0

1 , Otherwise
(4)

Similarly, using the distance vector in terms of ~
∆f
i , i.e., ~

Y fi , we
perform the following LDA:

gf (
~
Y fi ) = ~wtf ·

~
Y fi + wf0 (5)

Here, we find the weight vector ~wf so that we get the decision

boundary gf (
~
Y fi ) to correctly classify the instance using the fol-

lowing equation:

Cfi =

{
0 , if gf (

~
Y fi ) ≥ 0

1 , Otherwise
(6)

In addition to these two linear discriminant function, we consider
the basic state-of-the-art one as well. That is, for the ith instance
xi, we consider the following function:

gb(~xi) = ~wtb · ~xi + wb0 (7)

Here, we find the weight vector ~wb so that we get the decision
boundary gb(~xi) to correctly classify the instance using the fol-
lowing equation:

Cbi =

{
0 , if gb(~xi) ≥ 0
1 , Otherwise (8)

The discriminant function gb(~xi) finds a decision boundary based
on the distribution of the instances in feature space. Whereas,

gg( ~Y
g
i ) and gf (

~
Y fi ) find decision boundaries based on the distri-

bution of the two distance vectors of the instances. That is, in our
model we takes three characteristics of an instance into account:

− how distant the feature values of the instance from a mean good
instance,

− how distant the feature values of the instance from a mean fraud
instance, and

− how the feature values of the instance are distributed in the fea-
ture space.

In the above discussion, we presented the linear discriminant func-
tions that we use in our model. In the following subsections, we
illustrate how we use our model for training and testing.

3.2.1 Training: Finding The Weight Vectors.
We train all the three linear discriminant functions separately over
our training dataset D. We use the most widely used gradient de-
scent technique [16] to find the weight vectors: ~wg , ~wf , and ~wb. A
basic gradient descent tries to minimize a loss function J(~w) in an
iterative manner. The iterative rule of a basic gradient descent is:

~w := ~w − α∇J(~w)

Here, α is the learning rate and ∇J(~w) denotes the gradient of
J(~w).
Now, we need to design a cost function J(~w) for our model. The
most obvious choice is to take J(~w) as the number of misclassified
instances by ~w. However, in that case, J(~w) would be piecewise
constant, and therefore, would be a poor candidate for a gradient
search [16]. In stead, we consider the perceptron criterion function
as our cost function, defined as:

J(~w) =
∑
x∈Dm

(−~w · ~x)

Here,Dm is the set of all misclassified instances. This definition of
J(~w) follows that,

∇J(~w) =
∑
x∈Dm

(−x)

Therefore, the gradient descent rule simplifies to,

~w := ~w + α
∑
x∈Dm

(x)

We present the basic perceptron algorithm in Algorithm 1. For all
the three linear discriminant functions, we separately apply Algo-
rithm 1 to find out its corresponding weights. At first, we initialize
the weight vector randomly (line 4), and set the value of learn-
ing rate (line 5). Then, we start the iterative process of updating
weights (line 7− 14). We classify the instances of D using the cur-
rent weight vector (line 9) and find out the misclassified instances
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Table 1. : Parameters used in our model

Particulars Definition Governed equation
~xi ith instance ~xi =< xi1, xi2, . . . , xid >
D Training dataset ~xi ∈ D for i = {1, 2, . . . , |D|}
Dg Subset of D with only good instances xi ∈ Dg if Ci = 0, for ∀xi ∈ D
Df Subset of D with only fraud instances xi ∈ Df if Ci = 1, for ∀xi ∈ D
~Mg Mean vector for Dg Mg =< mg

j >, where mg
j = 1

|Dg | ×
∑|Dg |
k=1 xkj (j = {1, 2, . . . , d})

~Mf Mean vector for Df Mf =< mf
j >, where mf

j = 1
|Df |
×
∑|Df |
k=1 xkj (j = {1, 2, . . . , d})

~∆g Standard deviation vector for Dg
∆g =< δgj >, where δgj = 1

|Dg | ×
∑|Dg |
k=1 (xkj −mg

j )
2

(j = {1, 2, . . . , d})

~∆f Standard deviation vector for Df
δf =< δfj >, where δfj = 1

|Df |
×
∑|Df |
k=1 (xkj −mf

j )2

(j = {1, 2, . . . , d})

~Y gi
Distance vector for ith instance of D in
terms of ∆g

i

Y gi =< ygij >, where ygij =

{
1 , if |xij −mg

j | > δgj
|xij−m

g
j |

δ
g
j

, Otherwise

(j = {1, 2, . . . , d})

~
Y fi

Distance vector for ith instance of D in
terms of ∆f

i

Y fi =< yfij >, where yfij =

 1 , if |xij −mf
j | > δfj

|xij−m
f
j |

δ
f
j

, Otherwise

(j = {1, 2, . . . , d})

(line 10). Next to that, we calculate the gradient of the loss func-
tion (line 11). Finally we update the value of the weight vector (line
12) and learning rate (line 13). We terminate the iterative process
until the value of |α∇J(~w)| falls below the predefined threshold
θ. We will discuss how we adopt the values of learning rate α and
threshold θ , in Section 4.

Algorithm 1: Basic perceptron algorithm

1 Input:Feature vector ~y, Threshold θ
2 Output:Weight vector ~w

3 begin

4 ~w ← initialize randomly
5 α← initialize learning rate
6 iteration← 0

7 Do
8 iteration← iteration+ 1
9 Classify the instances of D

10 Dm ← all misclassified instances of D
11 Calculate∇J(~w) =

∑
x∈Dm

(−x)

12 ~w := ~w − α∇J(~w)
13 Adapt the value of α
14 Until(|α∇J(~w)| > θ)

15 return ~w

16 end

3.2.2 Testing: Classifying New Instances.
We adopt a two-tier model for classifying new instances. We il-
lustrate this classification process in Fig. 3. In the first tier, for the
input feature vector ~x, we determine the distance vectors, i.e., ~Y gx

Table 2. : Classification pattern of our model

Cgx Cfx Cbx Final decision on ~x : Cx
0 0 − 0

0 1 0 0

0 1 1 1

1 0 0 0

1 0 1 1

1 1 − 1

and ~
Y fx . In Table 1, we defined of these distance vectors for ith

training instance. For testing, we calculate ~Y gx and ~
Y fx , for ~x, using

the following equations:

Y gx =< ygxj > , where ygxj =

{
1 , if |xj −mg

j | > δgj
|xj−m

g
j |

δ
g
j

, Otherwise

(9)

Y fx =< yfxj > , where yfxj =

 1 , if |xj −mf
j | > δfj

|xj−m
f
j |

δ
f
j

, Otherwise

(10)

Then, we feed ~Y gx and ~
Y fx , to gg and gf for classification. If they

both refer to same class, i.e., Cgx = Cfx, then we classify the
instance immediately. That is, we conclude that ~x belongs to class
Cx = Cgx = Cfx. On the other hand, if Cgx 6= Cfx, we perform
the second tier of classification by feeding ~x to gb and evaluateCbx.
Subsequently, we classify the instance by Cx = Cbx. In Table 2,
we present the classification decision made in our model in terms
of different combinations of values of Cgx, Cfx, and Cbx.

4
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Fig. 2: Two tier classification model for new instances

We have discussed the training and testing procedure of our ap-
proach. Next, we discuss the performance evaluation of our ap-
proach.

4. PERFORMANCE EVALUATION
In this section, implement our model for performance evaluation.
At first, we present the datasets that we consider for performance
evaluation. Then, we illustrate the parameter settings of our model.
Finally, we evaluate the performance of our model in terms of sev-
eral standard metrics. Furthermore, we compare this performance
with that of other state-of-the art models.

4.1 Dataset
We use two real-life datasets in our performance evaluation:

− Dataset-1 (sales data): our first dataset is presented and ana-
lyzed in [26], whose data refer to the transactions reported by
the salespeople of some company. It has 15, 772 instances of
data, each having 4 attributes.

− Dataset-2 (credit-card data): our second dataset is presented
in [27], whose data refer to credit-card applications. It has 690
instances of data, each having 14 attributes.

In both cases, there are two classes: ok and fraud (i.e., class values
equal 0 and 1 respectively). In addition, we considered the nominal
and numeric valued attributes only. The original datasets contain a
number of instances with missing attribute values. We handle these
missing attribute values using the preprocessing steps mentioned in
[26]. These preprocessing or data-cleaning steps include:

• Deleting some instances: if the missing attribute values can-
not be approximated with reasonable confidence.

• Filling in some attribute values: using mean values or most
likely values for that attribute.

For further information regarding the data and the data-cleaning
procedures, we refer to [26] and [27].

4.2 Experimental Setup
We conducted our experiments using a Windows machine with 3.3
GHz quad-core Intel Core-i5 Processor. We used R programming
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language to implement our model. For implementation, we used the
built-in packages for machine learning in R [26, 28]. That is, the
parameter settings, such as the initial weight vectors and adaptive
learning rate in LDA, etc., belong to the default ones implemented
in the basic built-in packages.
In our performance evaluation, we used 10-fold cross validation
mechanism [16] for testing. We adopt accuracy, precision, recall,
specificity, and F-measure (F1) as our performance metrics. These
are the most commonly used performance metrics used for evalu-
ating classification models [16]. Values of these metrics are calcu-
lated by the confusion matrix entities. Confusion matrix is a layout
(shown in Fig. 3) that allows us to visualize the performance of
classification algorithms in terms of the above mentioned metrics.

Lets denote P as the total number of positive examples (i.e., class
level = ok) and N as the total number of negative examples (i.e.,
class level = fraud). Therefore, P + N is the size of the test set.
Besides, TP (True Positives) and TN (True Negatives) denote the
total number of positive and negative instances that are correctly
classified, respectively. In addition, FP is the number of incorrect
predictions that an instance is positive and FN is the number of in-
correct of predictions that an instance is negative. Using these con-
fusion matrix entities, we define our performance metrics in Table
3.
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Table 3. : Definition of our performance metrics in terms of confusion matrix entities. Here, in our example, positive and negative instances
refer to the good & fraud instances, respectively.

Metric Governed equation Definition

Accuracy TP+TN
P+N

Proportion of the total number of predictions that are correct

Precision TP
TP+FP Proportion of the predicted positive cases that are correct

Recall/Sensitivity TP
TP+FN Proportion of positive cases that are correctly identified

Specificity TN
FP+TN Proportion of negative cases that are correctly identified

F-measure (F1) 2×precision×recall
precision+recall

Weighted harmonic mean of precision and recall

Table 4. : Performance evaluation of T-LDA compared to other state-of-the-art techniques (Here, +, −, and ∼ represent improved, declined,
and similar performance of T-LDA compared to the corresponding algorithm.)

(a) For dataset-1 (sales data)
Models Accuracy Precision Recall Specificity F-measure (F1)
T-LDA 0.97 0.91 0.99 0.88 0.95

Naive Bayes 0.79 + 0.84 + 0.92 + 0.78 + 0.88 +
ANN 0.92 + 0.81 + 0.77 + 0.92 − 0.79 +
SVM 0.91 + 0.92 ∼ 0.98 ∼ 0.81 + 0.95 ∼
CART 0.97 ∼ 0.90 ∼ 0.82 + 0.99 − 0.86 +
1-NN 0.93 + 0.98 − 0.94 + 0.66 + 0.96 ∼
3-NN 0.94 + 0.98 − 0.95 + 0.64 + 0.96 ∼
5-NN 0.92 + 0.96 − 0.95 + 0.48 + 0.95 ∼
Rank 6+, 1 ∼, 0− 2+, 2 ∼, 3− 6+, 1 ∼, 0− 5+, 0 ∼, 2− 3+, 4 ∼, 0−

(b) For dataset-2 (credit-card data)
Models Accuracy Precision Recall Specificity F-measure (F1)
T-LDA 0.91 0.90 0.96 0.78 0.93

Naive Bayes 0.54 + 0.71 + 0.55 + 0.54 + 0.62 +
ANN 0.67 + 0.73 + 0.41 + 0.68 + 0.52 +
SVM 0.61 + 0.76 + 0.69 + 0.37 + 0.73 +
CART 0.89 ∼ 0.86 + 0.80 + 0.94 − 0.83 +
1-NN 0.54 + 0.67 + 0.65 + 0.31 + 0.66 +
3-NN 0.58 + 0.67 + 0.73 + 0.25 + 0.70 +
5-NN 0.59 + 0.67 + 0.80 + 0.16 + 0.73 +

Rank 6+, 1 ∼, 0− 7+, 0 ∼, 0− 7+, 0 ∼, 0− 6+, 0 ∼, 1− 7+, 0 ∼, 0−

4.3 Results and Discussion
We name our Two-tier LDA-based classification model T-LDA.
In Table 4, we present the performance evaluation of T-LDA in
terms of the above mentioned performance metrics. In addition,
we compare its performance with few most widely used state-of-
the art classification models, which are based on Naive Bayes [9],
Artificial Neural Networks (ANN) [10], Support Vector Machine
(SVM) [14], Classification & Regression Tree (CART), and K-
Nearest Neighbor (KNN) [25] algorithm. For KNN, we considered
k = 1, 3, and 5. As we mentioned in our experimental settings
(Section 4.2), we use the built-in packages of R programming lan-
guage to implement these algorithms. For detailed implementation
procedure and other parameter settings, we refer to [26, 28].

In Table 4(a), we present the performance evaluation for dataset-1
(sales data), which suggests that T-LDA performs reasonably good
in terms of all the parameters. Specifically, in terms of accuracy,
recall, and F-measure, T-LDA performs the best.
T-LDA produces even better performance for dataset-2 (credit-card
data). As shown in Table 4(b), it performs the best in terms of ac-
curacy, precision, recall, and F-measure.
Based on the performance evaluation presented in Table 4, we find
that T-LDA produces the most consistent performance overall, in
terms of all performance metrics. This suggests that our two-tier
model is capable of detecting both fraud and good instances ac-
curately. Besides, two datasets that we used are diverse in nature.
Dataset-1 contains transaction information about customer sales
data with each instance having 4 attribute values. On the other hand,
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Table 5. : Improved performance of T-LDA over basic LDA

(a) For dataset-1 (sales data)
Models Accuracy Precision Recall Specificity F1

T-LDA 0.97 0.91 0.99 0.88 0.95
Basic LDA 0.83 0.86 0.84 0.83 0.85

Improvement 17% 6% 18% 6% 12%

(b) For dataset-2 (credit-card data)
Models Accuracy Precision Recall Specificity F1

T-LDA 0.91 0.90 0.96 0.78 0.93
Basic LDA 0.68 0.79 0.65 0.64 0.71

Improvement 34% 14% 48% 22% 31%

Dataset-2 contains transaction information about credit-card data
with each instance having 14 attribute values. Therefore, our model
is robust enough to perform consistently well in such diverse FFD
scenarios.
Furthermore, to investigate the effectiveness of our two-tier model,
we compare the performance of T-LDA with the performance of ba-
sic LDA alone. We present this performance comparison in Table 5,
which shows significant performance improvement of T-LDA over
the basic one. This validates our motivation of introducing the addi-
tional first tier of classification that utilizes distance-based feature
vector in terms of good and fraud instances separately. This par-
allel classification improves the performance of basic LDA-based
model and facilitates improved, robust, and consistent performance
over varied FFD scenarios.

5. CONCLUSIONS AND FUTURE WORK
In this paper, we proposed a novel classification model for finan-
cial fraud detection based on linear discriminate analysis. We de-
signed a two-tier classification model based on three intuitive lin-
ear discriminant function. These functions learns their separate de-
cision boundaries based on training data and make classification
decision. Based on their decision, we make the final classification
decision to classify new instances. In addition, we evaluated the
performance of our model using real-life datasets and compared
its performance with several state-of-the-art approaches. Our sim-
ulation results suggest that our model achieve more consistent and
robust performance compared to the state-of-the-art ones.
With proper tuning, our two-tier classification model can be utilised
for all types of financial fraud detection which we have mentioned
in our paper. However, it is suited mostly for linearly separable
cases. In our future work, we want to extend our model to accom-
modate linearly non-separable cases as well. In addition, investigat-
ing other learning algorithms and using more real-life datasets for
performance evaluation are the two other research directions, that
we want to follow in our future work.
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