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ABSTRACT

Development of low cost, non-invasive applications is one of the
most challenging tasks in the field of biomedical signal process-
ing. Present work focuses on detection of glottal pathology with
the knowledge of prominent speech processing and machine learn-
ing techniques. This paper addresses the discriminative character-
istics of speech signal like, pitch, jitter, linear prediction resid-
ual and cepstral source excitation to aid such an identification
system. Back-propagation Neural Network model is developed
for various feature combinations to classify the glottal patho-
logic voice from normal voice. Accuracy of the developed sys-
tem is evaluated considering different feature sets. Work also con-
cludes the efficiency of such acoustic features for various combi-
nations using objective measures like confusion matrix, true posi-
tive rate i.e. sensitivity, specificity i.e. true negative rate and accu-
racy. The results show promising development in identification of
pathological individual from normal person using voice samples.

General Terms:

Glottal pathology, glottal features, BPNN

Keywords:

Pitch, jitter, Ipc residual, source excitation, short time energy, con-
fusion matrix

1. INTRODUCTION

Speech is one of the fundamental mediums of communicating
known to mankind since the beginning of mankind. Absence or
deterioration of such a media will pose a great threat to proper un-
derstanding between individuals. Such a difficulty may arise due to
the malfunction of the human speech production system or audi-
tory system. In this work we focus on the problem caused in vocal
folds, as their movement which contributes towards large, in the
production of voice. Any pathology that occurs to alter the periodic
movements of the vocal folds affect speech produced. Some of the
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various pathologies causing such a distress can be listed as cold,
cough, vocal fold paralysis, papilloma, carcinoma, polyp, etc. The
existing detection methods are both expensive and time consuming.
Also, the invasive nature of the techniques restricts their ease of op-
eration. Efforts are being made to design an automatic, rapid, cost
effective and non-invasive recognition system which will discrimi-
nate such pathologic samples from those of the normal ones. Also
various methods have been tried with distinct features of speech
involving machine learning.

The main objective of this work is formulation of a robust system to
detect vocal fold pathology at an early stage from set of features de-
rived from simple voice sample. Significant changes in voice occur
can be perceived by our ear, occur at a later stage. Many researchers
have contributed in areas related to automatic feature extraction
process like acoustic analysis, parametric and non-parametric fea-
ture extraction, pattern recognition and statistical analysis[3].

L. Gavidia-Ceballos et al.[3], conducted some research on vocal
fold pathology using acoustic analysis of speech. Both acoustic
analysis and voice production features are important in this de-
tection. L. Gavidia-Ceballos et al.[3], used speech production pa-
rameters as complete glottal closure is very hard to obtain in vo-
cal fold pathology. The method proves advantageous in the esti-
mation of Enhanced Spectral Pathology Component (ESPC) in-
stead of glottal flow waveform, which varies considerably between
pathology and healthy conditions. The meaningful measures Mean-
Area-Peak-Value (MAPV) and Weighted-Slope (WSLOPE) were
derived from ESPC feature[3]].

Among all the features, Harmonic to Noise Ratio (HNR) is a very
popular measure among otolaryngologists in voice quality assess-
ment. The experiments on voice quality assessment extracted short
term and long term in time domain and frequency domain parame-
ters from impedance (EGG) signals considered[12]. The long term
features include the mean of fundamental frequency FO, the stan-
dard deviation of FO, and the percentage of the voiced part in 3 sec
long speech signal, while the short-term features include parame-
ters related to the spectral envelope of the first few glottal harmon-
ics, and the glottal noise. In [1], a system was implemented using
12 Mel-Frequency Filter Bank Cepstral Coefficients (MFCC) and



dynamic pitch measures. It comments that few features like pitch
perturbation parameters, MFCC can deliver us with better accuracy
in classification.

An acoustic analysis was done by S. Hadjitodorov et al.[6], in
which jitter, shimmer, Harmonic to Noise Ratio (HNR) along
with the new proposed parameters Turbulent Noise Index (TNI,
for voiced signals) and Normalised First Harmonic Frequency
(NFHF), for breathy voice characterization. The decisive support
system built in[4]], considered parameters like, pitch and amplitude
perturbation measures, Frequency measures, MFCC, Autocorrela-
tion, HNR in spectral domain and cepstrum domain, Linear Predic-
tion Coefficients (LPC), Linear Prediction Cosine Transform Co-
efficients (LPCT), 23 different features used in commercial “Dr.
Speech” software[4]. Formulation of the features in [7], based on
the parameters mentioned as, pitch and Degree of Voicing (DOV),
spectral envelope, harmonic frequency jitter, LPC and its residual,
Glottal Source([7]]. V. Uloza et al. [[14], performed work based on the
parameters such as pitch and amplitude perturbation measures (24),
Frequency measurs (100), Mel-frequency (35), Cepstral energy fea-
tures (100), MFCC (35), Autocorrelation (80), HNR in spectral do-
main (11), HNR in cepstrum domain (11), LPC (16), LPCT (16).
In [15], X. Wang et al. proved that Mel-Frequency Cepstral Co-
effients (MFCC) are effective to discriminate between pathological
and healthy voice. However, MFCC suppresses the excitation pa-
rameter in filtering using Mel filters and the significant information
about the source is lost. Glottal muscles cannot move at infinite
rate. It remains quasi-stationary for about 30 ms. The glottis gener-
ates pitch spikes usually shorter than 30 ms. Therefore, much lower
energy signal, residual, needs to be derived from LPC[S].

The paper mainly contributes to detection of glottal pathology us-
ing features like pitch, jitter, LPC residual and source parameter
derived from cepstrum. Evaluation of the system performance was
carried out for various features and for ANN classifier, using con-
fusion matrix, true positive rate, false negative rate and overall ac-
curacy.

The rest of the paper is organized as follows: section II explores
proposed algorithm, section III explains the database, section IV
gives idea of classifier used in the work, section V elaborates the
results obtained.

2. PROPOSED ALGORITHM

The goal of this work is the extraction of glottal parameters from
speech signal for the distinction between glottal pathological voice
and normal voice. Block diagram representation is shown in fig. 1.
The speech database follows pre-processing in which normaliza-
tion, framing, windowing, overlapping and voiced/ unvoiced deci-
sion is made. Various acoustic features are then extracted from the
voiced speech frames. A feature set is formed using the extracted
acoustic parameters and a neural network is trained for the patterns
of healthy and pathological voice feature patterns. The test speech
sample is processed through the same procedure as that of speech
corpus till feature extraction. The trained neural network examines
the pattern of the test sample and classifies it according to the pat-
tern matching technique. Next sessions describe the various blocks
individually.

2.1 Speech Corpus

The initial step is to collect input speech data for the two directo-
ries, normal voice samples and glottal pathologic voice samples.
This mainly includes speech database of patients suffering from
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glottal and supra-glottal cancer and from normal persons. The cor-
pus is discussed thoroughly in section III.
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Fig. 1. Architecture

2.2 Preprocessing

2.2.1 Normalization. It involves zero mean and unity variance
normalization of speech recordings of both normal persons and pa-
tients with pathology to remove dc offset.

2.2.2  Framing and Windowing. Due to the quasi-stationary na-
ture of speech signal, its properties are stable for a very short time
of 10-25 ms, entire length of speech signal is fragmented in smaller
frames each of 20ms.

Windowing converts long length signal into finite length signal[13].
Hamming window is used in this work. The window function for
hamming window is given as below:

2mn
=0.54 — 0.46 —_— 1
w(n) cos(N_1> (1)
De-emphasis occurs at the ends of the applied window.

2.2.3 Overlapping. The solution to avoid the de-emphasis intro-
duced because of windowing is overlapping of the frames i.e. the
new frame contains some part of previous frame and the upcoming
frame[8]). In this work, an overlap of 70% chosen.

2.2.4  Voiced/ Unvoiced Decision. Voiced/ unvoiced decision is
made using zero crossing rate (ZCR) and short time energy (EN) to
remove unvoiced part from continuous speech samples. ZCR and
EN are found from following equation[8],

1 N-1
ZCOR; = & > Isign(s;[n]) — sign(s;[n—1])| (@)
n=0

1 N-1
EN; =5 > Is;[lf? 3)
n=0

For voiced sounds, ZCR is low and energy is higher than the thresh-
old which is generally set as 10% of the total energy while for un-
voiced sound, ZCR is high and energy is lower than the threshold.

2.3 Feature Extraction

The features namely pitch, pitch perturbation measure (jitter),
source excitation parameter derived from cepstrum, LPC residual
and short time energy are used in the proposed work.



2.3.1 Pitch. The fundamental frequency of speech signal is the
pitch. It represents the rate of vibration of vocal folds during sounds
such as voiced ones. Vocal folds vibrate at different rates because
of in built tension in them and subglottal air pressure which forms
pitch frequencies|13]]. Pitch and its perturbation parameter are the
most widely used features in the area of voice pathology as both
define significant alterations in waveform patterns in pathological
sound and normal sound. In this work, we have used autocorrela-
tion method and center clipping to compute the pitch.

The straightforward method of selecting the highest peak of auto-
correlation function fails when a situation comes into existence like
the autocorrelation peaks due to periodic nature of vocal excitation
are smaller than vocal tract response. To overcome this problem,
techniques like “spectrum flatness” were introduced to discard the
effects introduced due to vocal tract response[11]]. Center clipping
is one of the techniques used for spectrum flatness. The technique
decides clipping level which is a fixed percentage (we have used
20%) of the maximum amplitude of the speech segment. Pickpeaks
algorithm finds the peak locations and peak values of the speech
signal. From this, the pitch of the signal is estimated.

2.3.2  Pitch perturbation measure (Jitter). litter is a measure of
alterations in the pitch period of the speech signal. The cycle to cy-
cle perturbations of the glottal cycles which lead to aperiodicity in
the speech waveform is termed as jitter[10]. The absolute difference
between the time variations of consecutive fundamental periods is
known as absolute jitter.

L-1
y 1
absolute jitter = <ﬁ) ; |T; — Tit1] 4)

where,
T; = Period of the it frame
L = Number of voiced segments

2.3.3  Source Excitation Feature. This is the cepstrum based ap-
proach to analyse the speech as shown in Fig. 2. Cepstrum is com-
puted by taking Inverse Fourier Transform of log magnitude spec-
trum of input speech signal.

FRAMED

SPEECH DET — LOG — IDET

l

SOURCE SELECT HIGH
PARAMETER TIME
COEFFICIENTS

Fig. 2. Glottal parameter extraction

Speech signal s[n] can be considered as the linear convolution of
source i.e. glottal excitation g[n] and impulse response of vocal
tract v[n], which can be stated as below:

sln] = gln] * vin] )
By applying Discrete Fourier Transform (DFT) to the framed
speech signal, we get,

+L

S(w) = Z s[n)eIvm (6)

n=-L
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where, L is the order of the cepstrum which is the number of one
sided frequencies[9]. DFT transforms the time domain convolution
in simple multiplication in frequency domain as,

S(w) = G(w).V(w) @)

To separate the glottal excitation and vocal tract parameters from
each other, we draw log transform of S(w).

S(w) = log(S(w)) = log(G(w)) +log(V(w))  (8)

The cepstrum is defined as,

1 [t ;
cn] = —/ S(w)e?™dw )
2r ) .
The log spectral components which vary rapidly with frequency w
are stated as high time coefficients, log(G(w)). High time coeffi-
cients can be obtained from high time lifter [9]] given by as below:

0 elsewhere
l = ’ 10
w7 {1, L.<n<L a0

where, L. is chosen to be less than the pitch period[11].
The excitation component can be found from cepstrum and high
time lifter as follows:

ce[n] = c[n]ip[n] (11)
where, l;,[n] is high time lifter, c.[n] is excitation parameter.

2.3.4 LPC Residual. The proposed algorithm then proceeds to
find out LPC parameters and LPC residual from LPC parameters
as shown in fig. 3. Applying inverse filter to the obtained LPC co-
efficients a;[n] of speech frames, ultimately provides us the noisy,
time localised excitation called as LPC residual e[rn][Z]][2].

LPC
FRAMED LPC am| INVERSE LPC
SPEECH ANALYSIS FILTERING * RESIDUAL
s(n) HiZ) afn)
Fig. 3. LP residual extraction
N
e[n] = s[n] fZais[nfi] (12)
i=1

where, i is the number LPC coefficients, N is the filter order. We
have used N = 13 in the work.

2.3.5 Short time energy. It can be described as speech activity
detector as the energy for each speech segment is calculated and
frame—to—frame change in energy can be easily noticed. High en-
ergy leads to the production of high volume and high amplitude
speech. The amplitude variations are described by the short time
energy of the voice signals[13]. Short time energy is given by the
formula as below:

1 N-1
e . 2
EN; = ; |s:[n]] (13)



3. DATABASE

The database consists of 65 recordings of the male patients who
have glottal cancer and 27 recordings of male candidates who are
free from any disorder. The average age of the persons whose voice
samples are used is 60. The recording is done by an unidirectional
microphone using “Dr. Speech” and “Goldwave” softwares at the
sampling rate of 11025 Hz and 16 bit allocation for each sample.
Average recording length of sustained phonations of vowels /a/,
/il, lul is 2 seconds while that of reading passage in Marathi and
Hindi language is 25 seconds. The database is prepared at the
“Speech Therapy Department” of “TATA Memorial Hospital,
Parel, Mumbai” in a sound proof room. Clinical diagnosis of
each of the patient is already assessed by the experts of the TATA
Memorial Hospital i.e. the pathological state of the person is
known at the time of recording. The factors which were considered
while recording are mentioned as below:

1) Age

2) Gender

3) Distance of microphone from speaker’s mouth

4) Sampling rate and bit resolution used for each recording

5) Recording length

6) Software used for recording

4. CLASSIFIER

Artificial Neural Network based approach of classification is ap-
plied in this work. Fig. 4 shows a simple architecture of backprop-
agation neural network model. The model consists of interconnec-
tion of neurons and interconnection between the two neurons has
weights associated with it. Backpropagation model with learning
delta rule is used to update the interconnection weights to mini-
mize the mean squared error between the actual output values and
the desired ones.

INPUT FEATURES

QO 0

AT
L A

b

OUTPUT

INPUT LAYER

OUTPUT LAYER

Fig. 4. Backpropagation neural network model

The process of weights updation is repeated untill the error be-
comes tolerable and sufficient gradient is reached. The training pro-
cess was repeated several times with different combinations of the
hidden layers and hidden neurons to get more accuracy in terms of
the confusion matrix.
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Table 1. Brief Understanding of TP, TN, FP, FN

CLASSIFICATION
PREDICTIONS PATHOLOGY | NORMAL
PATHOLOGY TP FN
NORMAL FP TN

Table 2. Feature Combinations and Accuracy Obtained
FEATURES ACCURACY | TPR TNR

PITCH, JITTER,
LPC RESIDUAL, 65.65%
PITCH, JITTER,
LPC RESIDUAL,
SOURCE EXCITATION
PITCH, JITTER,
LPC RESIDUAL,
SOURCE EXCITATION,
SHORT TIME ENERGY

73.13% | 50%

67.39% 69.23% | 62.96%

68.08% 61.53% | 82.75%

The feature set is designed for clinical voice and normal voice us-
ing the parameters pitch, jitter, source component derived from cep-
strum and LPC residual. Target set representing the feature set for
both clinical voice and normal one is designed for two nodes. The
network is trained using the feature set and the target set. Then the
feature set of test sample is given as input to the trained network
for pattern matching and a decision is made.

5.  PERFORMANCE EVALUATION AND
DISCUSSION

The total number of speech samples used are 92 for the evalua-
tion purpose of which 65 are glottal cancerous while 27 are normal
voices. The performance evaluation is given by the knowledge of
actual and the future event discriminations in the classification sys-
tem as included in the confusion matrix or contingency matrix. The
terms used in the confusion matrix can briefly be described and are
as shown in table L.

5.1 True Positive (TP)

True decisive system classified as true[J]].

5.2 True Negative (TN)

False event detected as false[5]].

5.3 False Positive (FP)

The event is false and discriminated as true [5]].

5.4 False Negative (FN)

True event classified as false[5]].

The combination of pitch, jitter, LPC residual, source excitation
and short time energy provides better accuracy than for any other
parametric combination (Table II). LPC residual delivers the noise
and pitch information as the vocal tract parameters are eliminated
by inverse filtering while the source excitation, from high time lif-
tering of cepstrum, gives the glottal waveform. This comments that
the source excitation together with LPC residual add value to the
vocal fold pathology detection with just pitch and jitter. The short



Table 3. Confusion matrix

class 1 class 2
class 40 5 88.88%
1 43.47% 5.43% 11.11%
class 25 24 48.97%
2 27.17% | 26.08% | 51.02%
61.53% | 82.75% | 68.08%
38.46% | 17.25% | 31.92%

time energy is less for clinical voice samples than that for healthy
voice recordings. It increases the system accuracy with smaller per-
centage as amplitude variations are reflected by it.

5.5 Specificity (SP)

It is the probability that an event is absent and will be detected as
absent. It can also be termed as true negative rate(TNR)[S].
TN

pP=_ 2
SP=FNTFPR "

100 (14)

5.6 Sensitivity (SE)

Sensitivity i.e. the true positive rate (TPR) is the probability that
the event is present provided that it is present[3].
TP

SE:TP+FN

%100 (15)

5.7 Accuracy (AC)

It is the probability that the classification by the system is
correct[5]].

TP+TN

AC = P T FP I TN FN

100 (16)

The true positive rate i.e. sensitivity obtained is 61.53% while TNR
obtained is 82.75%. The positive predictive value (PPV) 88.88%
is the proportion of true positive and test outcome positive while
11.11% is the complement of PPV known as false discovery rate
(FDR). Similarly, the negative predictive value (NPV), 48.97%,
is the ratio of true negative and test outcomes negative. While,
51.02% is the false omission ratio (FOR), which is the complement
of NPV. The overall accuracy obtained with the help of the confu-
sion matrix is 68.08%, while the percentage of events incorrectly
classified is 31.92.

All features analysis
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Fig. 5. All Features analysis

Fig. 5 shows the variations in features of a pathological and a non-
pathological speech samples. The figure plots all of the features of
single sample from both the categories viz., LPC residual, source
excitation, pitch, jitter and short time energy, for both the samples.
Very small variations are observed when analyzed using different
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Analysis using four features
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Fig. 6. Four Features analysis

Analysis using 3 features
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Fig. 7. Three Features analysis

combinations of features (combinations as shown in confusion ma-
trix) which can be seen from figures 5, 6 and 7. Fig. 6 is a com-
bination of pitch, jitter, LPC residual and excitation derived from
cepstrum using high time liftering while, fig. 7 gives the informa-
tion of pitch, jitter and LPC residual.

6. CONCLUSION

The contribution of the features like pitch, jitter, LPC residual and
excitation parameters is to the great extent than the parameters like
MFCC, which are vocal tract parameters, in detection of the glottal
pathologies. Accuracy in detection of glottal pathology increases
impulsively with the addition of LPC residual and excitation pa-
rameters to the pitch and jitter. Short time energy adds considerable
value in making correct decision as it is the reflection of ampli-
tude variations. Among the five features considered, pitch and jitter
are the most important parameters in discrimination of the sounds.
The confusion matrix envisions the performance of the system from
TPR, TNR, PPV, NPV, AC, TP, TN, FP, FN. The work presented
can be improved by making the use of glottal to noise excitation
ratio which reflects breathiness in voice production system. The
system may give better results using support vector machines with
non-linear kernel function for classification purpose.
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