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ABSTRACT 

In many vision based application identifying moving objects 

is important and critical task. For different computer vision 

application Background subtraction is fast way to detect 

moving object. Background subtraction separates the 

foreground from background. However, during background 

subtraction pixels belonging to shadow are misclassified as 

foreground object. Moving cast shadow associated with 

moving object also gets detected making it challenge for 

video surveillance. Now days many methods are available for 

background subtraction. The core of background subtraction 

is background modeling. Gaussian Mixture model is good 

balance between accuracy and complexity. However, it is 

difficult to determine the optimal color space in which to 

remove shadow. In this paper, we study the features of 

moving object and shadow in different color spaces to solve 

the problem.  
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1. INTRODUCTION 
In Video surveillance, motion detection has to deal with 

several problems [1]. One of the main problems is how to 

distinguish between a moving object and its moving shadow. 

Moving cast shadow associated with moving object also gets 

detected makes it difficult to detect the exact shape of object 

and to recognize the object. Moving object detection 

applications are normally car detection, person identification 

or wild life monitoring. Therefore it is required that 

background subtraction method should be fast and simple. 

Background model is also classified as static or dynamic. 

Dynamic background model consist of moving background 

mostly in outdoor environment. 

Generally moving shadow is detected and eliminated in color 

space, because many motion detection algorithms are used in 

color spaces and color video is the main format. In RGB color 

space, there are two properties of shadow, that is, pixel value 

in moving shadow region is darker than in background scene, 

and statistic property in shadow region has little variety based 

on these traits. In HSV color space, Cucchiara et al. [5] 

eliminated outdoor vehicle’s moving shadow by using 

invariance of chrominance. In [3] Kumar studies five color 

spaces (RGB, HSV, XYZ, YCrCb and normalized rgb) for 

motion detection, but the characteristics of moving object 

their shadow are not mentioned.  

There are three basic facts with moving shadow detection and 

elimination in color spaces.  

 shadow have different classes due to various scenes 

 In various color spaces shadow is different, therefore 

different detection results.  

 There might be some optimal color space for particular 

shadow elimination 

The shadow points and the object points share two important 

visual features: motion model and detectability. Since the 

most common techniques for foreground object detection in 

dynamic scene are inter-frame difference or background 

suppression, all the moving points of both objects and 

shadows are detected at the same time. In this paper we 

address an approach to select optimal color space for 

particular shadow elimination among a set of color spaces, 

such as RGB, HSV and YCbCr. 

Background subtraction techniques are mostly used for 

motion detection in many real-time vision surveillance 

applications. In these approaches, difference between the 

coming frame and the background image is performed to 

detect foreground objects. Background subtraction provides 

the most complete feature data, but is extremely sensitive to 

dynamic scene changes due to illumination changes and 

extraneous events. Most researchers are now devoted to 

developing robust background models to prevent falseness in 

motion detection caused by scene changes. For example, the 

algorithm proposed by Stauffer and Grimson [9] uses a 

mixture of Gaussian distributions to model a multimodal 

background image sequence, and an online estimation 

technique is used to update the background model. 

The outline of this paper is as follows. In section 2 

Background subtraction method is presented. In section 3 

characteristics of shadow in different color space are analyzed 

and shadow is classified. Section 4 is experimental results and 

discussions. Section 5 is the conclusions. 

2. BACKGROUND SUBTRACTION 

METHOD 
In many computer visions application background subtraction 

is fast way to detect moving object from video by static 

camera. Background subtraction techniques have to classify 

each pixel as part of foreground or background. If there is a 

too much variation in pixel value then it is considered as 

moving object. According to Cheung and Kamath [12] 

Background subtraction techniques are categorized as: 1) non-

recursive and 2) recursive. Non recursive techniques are 

adaptive to scene changes depending on the buffer size. 

Recursive technique do not require buffer. They try to update 

the background model recursively using either a single or 

multiple model(s) as each input frame is observed. 

Frame differencing is the simplest method in Background 

subtraction. A background image without any moving objects 

of interest is taken as the reference image. Pixel value for each 

co-ordinate (x, y) for each color channel of the background 

image is subtracted from the corresponding pixel value of the 

input image. If the resulting value is greater than a particular 

threshold value, then that is a foreground pixel otherwise 

background [6]. If 
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| frame i – background i| > threshold  (1) 

then the pixel i is foreground.  

Although such techniques are very fast, the segmentation 

performance can be quite poor, especially with fluctuating 

illumination conditions. In order to manage the change in 

background several complex background methods have been 

developed. 

2.1 Mixture of Gaussian model: 
The Mixture of Gaussians technique was first introduced by 

Stauffer and Grimson in [9]. This method represents each 

pixel of the scene by using a mixture of normal distributions 

to handle multimodal background images from video. It finds 

the difference of the current pixel’s intensity value and 

cumulative average of the previous values. So it keeps a 

cumulative average (μt) of the recent pixel values. If the 

difference of the current image’s pixel values and the 

cumulative pixel value is greater than the product of a 

constant value and standard deviation then it is classified as 

foreground. In this method each pixel is modeled as mixture 

of k normal distribution. The probability that a certain pixel 

has a value 𝑿𝒕 at time can be written as  
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Where k is the number of distributions (currently, 3 to 5 is 

used), 𝝎𝒊,𝒕 is the weight of the kth Gaussian in the mixture at 

time 𝒕 and η (𝑿𝒕, 𝝁𝒊,𝒕 ,𝚺𝒊,𝒕) the Gaussian probability density 

function.  For computational reasons, the covariance matrix is 

assumed to be of the form 
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Where σ is the standard deviation. This assumes that the red, 

green, and blue pixel values are independent and have the 

same variance, allowing us to avoid a costly matrix inversion 

at the expense of some accuracy. That is, at each t frame time, 

the It pixel’s value can then be classified as foreground pixel 

if the inequality: 

|It – μt  | > k σ  holds;   (4) 

otherwise, it can be considered as background, where k is a 

constant and σ is standard deviation [8]. 

Here background is updated as the running average: 

µt+1 = μt * It + (1- α ) * μt    (5) 

σ 2t+1 = α (It - μt ) 
2 + (1- α ) σ 2 t  (6) 

where α, the learning rate, is typically 0.05, It  is the pixels 

current value and μt  is the previous average. Gaussians are 

ordered by the value of ω/σ. 

Then the first B distributions are chosen as the background 

model, where 
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3. SHADOW DETEDTION AND 

REMOVAL 
A major drawback of background subtraction techniques is 

the undesired detection of shadows as foreground objects. 

Shadows are due to the occlusion of light source by an object 

in the scene. In particular, that part of the object not 

illuminated is called self-shadow, while the area projected on 

the scene by the object is called cast shadow [11]. This last 

one is more properly called moving cast shadow if the object 

is moving.   

For Human Vision System moving shadow should be adapted 

the following conditions. 

• Shadow is projection of moving object in background. 

• Shadow always is related with moving object. It reflects 

corresponding motion and behaviours of object. 

• The shape of moving shadow could change with motion 

every time. 

• The pixel values of shadow are darker than that of 

surrounding scene. 

As mentioned in [2, 9], shadow can be classified self shadow 

and cast shadow as follows (Fig. 1). 

Self-shadow - the part of an object that is not illuminated 

  (Fig. 1 region A) 

Cast shadow - the area projected on the scene by the object. It 

can be divided into Umbra (dark shadow, Fig. 1, region B) 

and Penumbra (soft shadow, Fig. 1, region C). 

 

Fig. 1 Shadow Classification 

3.1 RGB Color Space 
RGB is additive in nature. It is sum of three primary colors 

red, green and blue. RGB is one of most widely used color 

space for processing and storing the digital image data. RGB 

space based method proposed by Horprasert in [4] saves the 

computational cost. The basic idea in [4] is that shadow has 

similar chromaticity but lower brightness. For a given 

observed pixel value Ii, a brightness distortion, αi, and a color 

distortion CDi, is calculated by, 

 EiiIii   minarg 2

 

CDi= || Ii – αiE I ||   (8) 

Where E is the expected chromaticity line, 𝜶𝒊 equals 1 if the 

brightness of the given pixel in the current frame is the same 

as in the background image. 𝜶𝒊, is less than 1 if it is darker 

and greater than 1 if it becomes brighter than the expected 

brightness.  

In the proposed method to discriminate the shadow pixel and 

the object pixel, after background subtraction mean value of 

R, G and B channels is calculated. This mean value is 

compared with predefined threshold value. If the current pixel 

value is less than threshold the output is set to 1 as shadow 

region and if the value is greater than threshold then the 

output is set to 0 as foreground region. This way shadow mask 

and foreground mask is calculated. 

3.2 HSV Color Space 
Cucchiara et al. [5] operate brightness, saturation, and hue 

properties in the HSV color space. HSV (hue, saturation, 

value) is often more natural to think about a color in terms of 
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hue and saturation than in terms of additive or subtractive 

color components. The appearance of a point belonging to a 

cast shadow can be described as: 

Sk(x, y) = Ek (x, y) × ρk (x, y)    (9)  

Where Sk is the luminance of the pixel in location (x, y). Ek 

(x, y) is the irradiance and it is computed as: 
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Where CA and CP are the intensity of the ambient light and of 

the light source, respectively, L the direction of the light 

source and N (x, y) is object surface normal. ρk (x, y) is the 

reflectance of the object surface. 

In [14] the difference between the current frame and a 

reference image is given by 

𝑫𝒌(𝒙,𝒚)=𝑺𝒌+𝟏 𝒙,𝒚 − 𝑺𝒌(𝒙,𝒚)   (11) 

According to the assumption in [14] we have 

𝝆𝒌+𝟏 (𝒙,𝒚) = 𝝆𝒌 (𝒙,𝒚) = 𝝆 (𝒙,𝒚)  (12) 

Dk (x , y) = ρ (x , y) C P cos ∠ ( N (x , y) , L) (13) 

The approach in [14] exploits the local appearance change due 

to shadow by computing the ratio Rk (x, y) between the 

appearance of the pixel in the actual frame and the appearance 

in a reference frame: 
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The ratio can be written with respect to irradiance and 

reflectance by using eq. 9 and eq. 12 as 
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If static background point is covered by a shadow, we have: 
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This ratio is less than 1. In fact, the angle between N(x, y) and 

L is in range between –𝝅 / 𝟐 to 𝝅 / 𝟐 therefore the Cos 

function is always positive. 

In the proposed method from Hue, Saturation and Value 

(HSV) Value is compared with threshold as follows: 

0.25 < V > 0.4. This simplifies the computational complexity 

and gives better result. 

3.3 YCbCr Color Space 
In YCbCr color space Y′ is the luma component and Cb and 

Cr are the blue - difference and red - difference chrominance 

components. Human eye is more sensitive to light changes 

compared to color changes. This color space makes use of this 

property. Here intensity component is stored with higher 

accuracy than the Cb and Cr components. YCbCr color space 

is found to be more robust to illumination change and have 

independent components of luminance and chrominance. For 

indoor shadow, the pixel values are few smaller than other 

background scene. Experimental results showed that YCbCr 

can handle shadows created by moving objects and can also 

reduce noise. According to shadow model, some channels are 

shifting invariant. 

Cb (R+ΔI, G+ΔI, B +ΔI) = Cb (R, G, B) 

Cr (R+ΔI, G+ΔI, B +ΔI) = Cr (R, G, B)  (17) 

So light / indoor shadows could be eliminated easily in these 

channels. In the proposed method Y channel is compared with 

threshold (105< th > 65 ) for shadow detection. 

4. EXPERIMENTS AND RESULTS 
We employ background subtraction model to detect motion 

regions and shadow removal method to eliminate shadow and 

compare the results of experiments. The performance of 

proposed method in different colour spaces is analysed. In [2], 

the authors proposed two metrics for moving object 

evaluation: shadow detection rate and shadow discrimination 

rate. In this paper, we have eliminated background and 

shadow therefore only moving object detection rate (MODR) 

is calculated. 

 FNTP

TP


    (18) 

where TP is the true positives, FN is the false negatives. 

Figure 2, 3, 4 and Table 1 are the results of experiments. 

Table 1. Moving object detection rate (τ) for various color 

spaces 

 
Outdoor 

person 
Indoor person Traffic_1 

RGB 90.40 58.65 80.87 

HSV 88.20 86.00 84.79 

YCbCr 87.85 91.11 79.55 

 

RGB colour space: Because RGB colour space is sensitive to 

illumination. It eliminates many foreground objects pixel 

when used in indoor application (Figure 4). It is suitable to 

eliminate dark / outdoor Shadow(Figure 2). 

HSV colour space: It is also sensitive to illumination and view 

direction. But because luminance is separated from 

chrominance, the space is affected less by dark / visible 

shadows (Figure 2). Although light / indoor shadow can be 

eliminated, some object’s pixels vanished because invisible 

shadow have similar values with scene. From quantity 

estimation, HSV space gives better result in all application. 

YCbCr colour space: It is not sensitive to illumination. In this 

colour space luminance and chrominance are separated (same 

as HSV space). Therefore, YCbCr colour space is fit for light 

/ indoor shadow (Figure 4). 

 
Fig 5. Graphical representation of τ (%) 
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Original frame  f_58  RGB         HSV    YCbCr 

Fig. 2 Detection results for outdoor person 

       
Original frame f_61  RGB         HSV    YCbCr 

Fig. 3 Detection results for Traffic Surveillance 

       
Original frame f_707  RGB         HSV    YCbCr 

Fig. 4 Detection result for Indoor Person 

5. CONCLUSION 
In the moving object detection process, one of the main 

challenges is to differentiate moving objects from their cast 

shadows. Therefore, the accurate detection of a moving object 

and the acquisition of its exact shape by removing shadows 

have great influence on the performance of subsequent steps 

such as tracking, recognition, classification, and activity 

analysis. 

After studying various methods from the literature results 

indicate that critical tradeoffs are always present between the 

accuracy and the real time performance of the method. The 

choice of algorithm for background modeling should be made 

according to the required application. According to analysis of 

experiments, every space cannot be suitable for all kinds of 

shadows. HSV and RGB spaces are suitable for dark / visible 

shadow, and YCbCr is suitable for light / indoor shadow. 

Table shows the comparative analysis of reviewed techniques 

based on some parameters. This paper will help the 

newcomers to choose the appropriate technique to their 

research work. The proposed method is tested on three color 

spaces; other color spaces can also be compared for better 

analysis. The current system can be extended to build systems 

intelligent analysis from video sequences for various 

applications.  
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