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ABSTRACT 

Sign language is a natural language that uses different means 

of expression for communication in everyday life. As 

compare to other sign language ISL interpretation has got less 

attention by researcher. This paper presents an Automatic 

translation system for gesture of manual alphabets in Marathi 

sign language. It deals with images of bare hands, which 

allows the user to interact with the system in a natural way. 

System provides an opportunity for deaf persons to 

communicate with normal people without the need of an 

interpreter. We are going to build a systems and methods for 

the automatic recognition of Marathi sign language. The first 

step of this system is to create a database of Marathi Sign 

Language. Hand segmentation is the most crucial step in 

every hand gesture recognition system since if we get better 

segmented output, better recognition rates can be achieved. 

The proposed system also includes efficient and robust hand 

segmentation and tracking algorithm to achieve better 

recognition rates. A large set of samples has been used to 

recognize 43 isolated words from the Standard Marathi sign 

language. In proposed system, we intend to recognize some 

very basic elements of sign language and to translate them to 

text and vice versa in Marathi language. 

General Terms 

Image Capturing, Pre-processing, Feature Extraction, 

Classification, Pattern Recognition/Matching. 

Keywords 

Marathi sign language, Marathi alphabets, Hand gesture, 

Web-camera, HSV image, colour based hand extraction, 

centre of gravity.   

1. INTRODUCTION 
Sign language is a type of language that uses hand 

movements, facial expressions and body language to 

communicate. It is used predominantly by the deaf and people 

who can hear but cannot speak. But it is also used by some 

hearing people, most often families and relatives of the deaf, 

and interpreters who enable the deaf and wider communities 

to communicate with each other. Sign Language is a 

structured language where each gesture has some meaning 

assigned to it used by deaf sign user. Sign language is only the 

way of communication for deaf sign user. With the help of 

advanced science and technology many techniques are 

developed by the researcher to make the deaf people 

communicate very fluently. Sign Languages (SLs) are the 

basic means of communication between hearing impaired 

people. Static morphs of the hands, called postures, together 

with hand movements, called gestures, and facial expressions 

form words and sentences in SLs, corresponding to words and 

sentences in spoken languages. 

Imagine you want to have a conversation with a deaf person. 

Already this may seem a daunting task, especially if you have 

no idea on how to communicate using sign language. Such is 

the problem faced by millions of deaf people who are unable 

to communicate and interact with hearing people. The 

problem with Deaf peoples are as, they are marginalized in 

society and are made to feel unimportant and unwanted. How 

then can we help to improve the quality of life of the deaf 

community? Information technology is the solution for such 

problems. In our quest to seek a most natural form of 

interaction, we have promoted the development of recognition 

systems, e.g. text and gesture recognition systems. The 

advancements in information technology thus hold the 

promise of offering solutions for the deaf to communicate 

with the hearing world. Furthermore, the cost of computer 

hardware continues to decrease in price whilst increasing in 

processing power, thus opening the possibility of building 

real-time sign language recognition and translation systems. 

Real-time sign language translation systems will be able to 

improve communication and allow the deaf community to 

enjoy full participation in day-to-day interaction and access to 

information and services. Sign languages all over the world 

use both static and dynamic gestures, facial expressions and 

body postures for communication. In our proposed system we 

are going to implement Marathi sign Language for deaf sign 

user. 

2. LITERATURE SURVEY 

For the recognition of the sign language a touch screen based 

approach is developed in [3]. The author tries to recognize the 

character generated from the screen sensor and transform to 

speech signal based on a recognition algorithm. In an 

approach [4] the author suggests in recognizing the hand 

gesture based on the finger boundary tracing and fingertip 

detection. The author suggested to Identify the American Sign 

Language based on the hand gesture passed. 

In [5] a computing approach to hand gesture recognition is 

developed for hearing and speech impaired. Don Pearson in 

his approach “Visual Communication Systems for the Deaf” 

[6] presented a two way communication approach, where he 

proposed the practicality of switched television for both deaf-

to hearing and deaf-to-deaf Communication. In his approach, 

attention is given to the requirements of picture 

communication systems, which enable the deaf to 

communicate over distances using telephone lines.  

Towards the development of automated speech recognition 

for vocally disabled people a system called “BoltayHaath” [6] 

is developed to recognize “Pakistan Sign Language“(PSL). 

The BoltayHaath project aims to produce sound matching the 

accent and pronunciation of the people from the sign symbol 

passed. A wearing data Glove for vocally disabled is 

designed, to transform the signed symbols to audible speech 

signals using gesture recognition. They use the movements of 

the hand and fingers with sensors to interface with the 

computer. The system is able to eliminate a major 
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communication gap between the vocally disabled with 

common community.  

But BoltayHaath has the limitation of reading only the hand or 

finger movements neglecting the body action, which is also 

used to convey message. This gives a limitation to only 

transform the finger and palm movements for speech 

transformation. The other limitation that can be seen with 

BoltayHaath system is the signer could be able to 

communicate with a normal person but the vice versa is not 

possible with it. 

3. MARATHI SIGN LANGUAGE 
Each country has its own sign language defined and used over 

their country. Similarly Marathi Sign Language is the 

language used by the deaf sign user over India. Marathi sign 

language alphabets contain the vowels and consonants. 

Marathi sign Language alphabets are as follows: 

 

Figure 3.1: Marathi Alphabets 

To communicate in sign language requires a specific sign 

language that can be used as way of communication. Our 

proposed system is implemented in Marathi sign language. 

Marathi sign language is Indian sign language used as 

medium of communication. Figure 3.2 shows the sign 

language images for corresponding Marathi alphabets. 

Proposed system is designed to recognize the 43 Marathi sign 

which consist of vowels and consonants. During the 

recognition Marathi sign language is translated into 

corresponding Marathi text and similarly for vice versa. 

 

Figure 3.2: Marathi Sign Language images 

 

4. RELATED WORK 
The proposed system is designed for the deaf person as well 

as vocal people who are communicating with each other with 

the help of sign language. The system is helpful for deaf 

people as well as vocal people when they are migrating in 

society. The proposed system is us used in both modes i.e. in 

offline mode and through web camera. In offline mode user 

can learn how to use sign language and its different signs. In 

proposed system during translation of sign language to text in 

offline mode user has to select the input sign image through 

the database. After selecting the input image then pre-

processing and feature extraction is done in that image. After 

processing the input image is translated to the corresponding 

text. Similarly during translation of text to sign image the text 

is entered into the textbox and pre-processing is done. After 

processing the sign image is displayed on the screen for that 

text. During the translation of sign language to text and vice 

versa in offline mode the pattern recognition/matching is done 

with the help of database which is already present in the 

database. And during sign language recognition through web 

camera the hand gesture image is taken from the input device 

(camera) and that image is processed to find the correct text 

for corresponding input hand gesture image. This 

identification of input hand gesture image is the challenging 

task in the proposed system. The proposed system will 

identify the correct output from input for which the system is 

trained. For unknown and wrong input to the system will not 

give the output to end user. So user has to enter the valid input 

text or input hand gesture. 

5. PROPOSED SYSTEM 
The proposed system is divided into two parts for sign 

language recognition: 

 Recognition through offline 

 Recognition through web camera 

In the recognition through offline the user is trained for the 

Marathi sign language recognition. So using offline mode the 

deaf sign user as well as vocal people can learn the sign 

language. The users who are not aware of sign language are 

trained through this offline mode. In offline recognition user 

can learn translation of sign language to text as well as 

translation of text to sign language. In offline mode number of 

operations such as pre-processing, feature extraction pattern 

recognition/matching through database is done. 

Similarly the user those who are trained in offline recognition 

can work on the recognition through web camera. In the 

recognition of sign language through camera the input image 

is captured through web cam. Then captured image is 

processed for the recognition. During this process multiple 

operations are performed on the input image such as image 

capturing, resizing image, color based detection, noise 

reduction, center of gravity, and last database comparison. 

A. Recognition through offline: 
In the recognition of sign language with offline recognition 

the user is trained for the particular sign language recognition. 

The vocal people or the new deaf sign user can use the offline 

recognition system and can learn sign language. In this 

recognition the user get aware of the Marathi alphabets as 

well as the Marathi sign language. The user can learn what the 

signs are for individual letters also learns its static sign 

images. Also user can learn how the sentences are formed in 

the sign language. So this offline method helps to recognition 
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of sign language to text and vice versa. The flow of 

recognition of sign language in offline is as follows: 

  

 

Figure 5.1 Block diagram of translation of sign language 

to text and text to sign language 

i. Input: 
Initially input is taken from user it may be either hand gesture 

image or Marathi text. The input image is browsed from 

database and selected as input. And if input is text then it 

entered through keyboard. 

ii. Pre-processing: 
Pre-processing is done during the inputting the text or image. 

It includes the loading the input to the system. The system 

takes this input and made it ready for the feature extraction. 

iii. Feature Extraction 
During the feature extraction phase the parameters of input 

image or text are extracted for the recognition. This parameter 

includes the values stored for the corresponding image or text. 

iv. Pattern Matching/Recognition: 
The parameters obtained in the feature extraction phase are 

compared with database.  The database already contains the 

parameter set for corresponding image or text. So the input 

parameters are matched with predefines parameters and 

correct output is recognized. 

v. Output: 
The results that are obtained during matching and recognition 

of input are displayed on the output screen. If input is text 

then its output will be sign image and if input is sign image 

then its corresponding output will be text.  

B. Recognition through Web-camera: 
When user is successfully trained for the recognition of sign 

language on offline mode of system the user can go with the 

sign language recognition using web-camera. The recognition 

with the web-camera is difficult task because the user has to 

do proper sign in front of the camera to recognize the correct 

output. Otherwise system will not work correctly and gives 

wrong result to user.  

 

Figure 5.2 Block diagram of Sign language recognition 

using skin filtering 

1. Capture image from camera: 

Input image is captured from web camera. When user gives 

the input sign he must give in proper form so the detection 

and processing of image will be easy. 

2. Resize image: 

As we are considering only static hand shapes we need to 

capture only hand portion. So resizing of image gives the 

required image only. Resizing of image reduce processing 

time of system and perform actions only on required area. 

3. Color based hand extraction: 

In color based hand detection input image is taken which is 

captured from camera. Initially input image is RGB. So that 

image is converted to HSV image. Then this HSV image is 

filtered and smoothened and finally we get image which 

comprises of only skin colored pixels. This image is binary 

image in gray scale. Biggest linked skin colored pixels is 

considered by BLOB i.e. binary linked object. And we get 

final output which is compared with database. With the help 

of following formulas input image is converted to HSV 

image. 

𝑓 𝑥 =
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Where   𝛿 = (MAX -MIN), MAX = max (R, G, B) and 

MIN=min(R, G, B) 

4. Reduce noise: 

Noise reduction gives clean and clear image after color based 

extraction. So the parameters requited for detection are clearly 

and easily retrieved. In noise reduction we eliminate 

surrounding like shadow of skin color, wood, dress etc. 

5. Calculate center of gravity: 

Center of gravity will helps us to made hand in proper way in 

front of camera. Also the detection of hand portion will be 

easy with center of gravity. 

i. Average height of sign determines the average height of 

the input image. Based on the average height the hand 

portion is detected. Lesser portion increased speed of 

processing and overall performance of system. 

ii. Centroid of sign is the average co-ordinates of the input 

image. Centroid is calculated based on X-direction and Y-

direction such as (X1, Y1), (X2, Y2), (Xn, Yn). The 

centroid can be calculated using following formulas: 

                𝑋𝑐 =
 𝑥𝑖

𝑛
𝑖=1

𝑎𝑟𝑒𝑎
 

Where, 𝑥𝑖  represents X co-ordinates of each boundary 

               𝑌𝑐 =
 𝑦𝑖

𝑛
𝑖=1

𝑎𝑟𝑒𝑎
 

Where, 𝑦𝑖  represents Y co-ordinates of each boundary 

N is the total number of boundary points. The centroid of 

image is (𝑋𝑐,𝑌𝑐). 

iii. The Euclidian distance between two points (X1,Y1) and 

(X2,Y2) can be calculated as: 

𝑑 =  (𝑥2 − 𝑥1)2 + (𝑦2 − 𝑦1)2 

And Euclidian distance between centroid and origin is given 

by 

𝑑 =  𝑥𝑐
2 + 𝑦𝑐

2 

6. Database Comparison/Matching: 
After getting the required parameters from input image the 

image is compared with database with the help of those 

parameters. If the input image is matched with the image in 

the database the output is displayed on the screen. In this way 

input sign language image is translated into text.  

The database will contain the sets of multiple sign images. 

Pattern matching and pattern recognition is using predefined 

datasets. 

6. RESULT AND ANALYSIS 
Result and analysis shows the exact working and the terms 

considered during the execution of the application or system 

after the completion. For the recognition of Marathi sign 

language through offline is easy task for the user. The user is 

trained through the predefined database. The snapshot given 

below gives the idea about how sign language recognition is 

done in offline mode. 

 

Figure 6.1 translation of sign language to text in offline. 

In the recognition of sign language to text the input image is 

browsed from database and the corresponding text will be 

displayed in the text box below the image. Likewise user can 

study individual alphabets as well as sentences of Marathi 

sign language. The recognition is done using predefined 

database. 

Similarly in the second snapshot the input text is translated to 

corresponding sign language image. During translation the 

user has to enter the input text through keyboard. Then with 

the help of the database the matching and recognition is done 

and sign image is displayed for the particular text. The user 

can translate single alphabet or word into sign image. 

 

 

Figure 6.2 Translation of text to sign language in offline. 

After getting the correct knowledge related to sign language 

user will be ready to work on the recognition of sign language 

through web-camera. During the recognition of sign language 

through web-cam user needs to perform proper sign in front of 

the camera. Better results can be obtained by performing 

correct and accurate signs done by the signer in front of 

webcam. During translation of sign language to text initially 

input image is translated to gray scale image such as given 

below: 
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Figure 6.3 Gray scale of input image with center of gravity 

The system process input image and matched with database 

and displays the correct text for that image. During translation 

resizing of image, color based extraction, noise reduction, 

calculating center of gravity, translation into binary image and 

comparison with database is done. And then the correct output 

is recognizes and displayed on the screen. Snapshot given 

below shows the translation of sign language to text. 

 

Figure 6.4 Translation of sign language to text (Webcam) 

The table given below shows the comparison of the different 

sign language recognition system. That gives hit/miss ratio, 

number of signs, and techniques used for recognition. 

Table 6.1: Comparison of different recognition methods 

 Hidden 

Markov 

model 

(HMM) 

Euclidean 

Distance 

Sensor 

Based 

Proposed  

System 

Hit/ Miss 

operation 

82 % 80 % 93% 85% 

Signs 20 24 10 43 

Techniqu

es 

Finger-

print 

tracking, 

Hand 

cropping 

Feature 

Extraction 

Sensor, 

Data 

Gloves, 

Cyber 

Gloves 

Web 

camera, 

Segmentat

ion 

 

The hit/miss ratio is depending on the alphabets recognized 

from the total number of alphabets used by the system for the 

translation. As the number of signs increases the complexity 

of system increases and recognition rate decrease and along 

with that overall performance of system degrades. The 

technique defines the number of ways used for the recognition 

of sign language. With the better technique the better results 

are obtained. 

The table and the chart given below tell us the recognition rate 

in the form of percentage. Some selected samples are taken 

for the generation of graph that shows both best case as well 

as worst case. 

Sr. No. Alphabet Detection Rate 

1. A 100% 

2. Ai 100% 

3. Na 60% 

4. Kha 80% 

5. O 30% 

6. La 100% 

 Based on the above table the graph given below shows the 

detection rate for selected input sign language images. The 

proposed system is designed in JAVA and obtains the better 

results as compare to other system without using any device 

such as sensors or data gloves, or cyber gloves. The system 

will work correctly and efficiently if signer performs correct 

and accurate signs in front of camera. For the offline detection 

and recognition of sign language system gives 100% results. 

But because of different signers having different hand size 

and the method of performing signs in front of camera the 

system gives maximum expected results.  

7. CONCLUSION AND FUTURE WORK 
Deaf sign users are purely depends on the sign language 

interpreter for communication. So they cannot be relying on 

the interpreter in each and every day. Also the cost of the 

interpreter is very high which cannot be possible for each deaf 

sign user for each day. This system will help deaf sign user in 

improving their quality of life significantly. With the help of 

this system deaf person can be signer independent. The vocal 

people from society can also learn the sign language and 

contribute to communicate with the deaf people. The offline 

mode recognition will helps to learn sign language and gives 

100% results. The offline detection of sign language will work 

based on the predefined database. The different images were 

tested and result found that new technique of classification 

gives 90% accuracy. The proposed system was implemented 

in JAVA. The system was designed for recognition of Marathi 

sign language. And system was capable of handling static 

alphabets. We have tried to increase the recognition rate of the 

previous work. We have performed experiments only with the 

static hand gesture recognition. 
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In future work we are trying to improve accuracy of the 

system. Also we will try for the recognition of dynamic hand 

gesture along with the facial expressions and made the deaf 

person independent of interpreter. 
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