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ABSTRACT 
Software defect prediction using classification algorithms was 

advocated by many researchers.Moreover the classifier 

ensemble can effectively improve classification performance 

compared to a single classifier. The research on defect 

prediction using classifier ensemble methods are motivated 

since they have not been fully exploited.Software defects 

leads to failure of many defense systems. A comparative study 

of various classification methods was performed to classify 

software defects. The methods include Random Tree, Random 

Forest, Bayesian Network, Naive Bayes, K-Nearest 

Neighbour and Instance Based Classifier.Random Forest 

algorithm was found to give more accurate prediction than 

other classifiers. 

To enhance the classification accuracy the new algorithm 

”Improved Random Forest” is proposed. It works by 

incorporating best feature selection algorithm with the 

Random Forest to gives better accurracy. Correlation based 

Feature Subset Selection algorithm selects the optimal subset 

of features. The optimal features are fed as a part of Random 

Forest classification to give better accuracy in software defect 

prediction. The six optimal subset of  features were selected 

for PC1 dataset. The features are selected by the CFS and 

utilized by Random Forest to improve the accuracy of existing 

Random Forest. The experiments were carried on public-

NASA datasets of  PROMISE  repository.  

Keywords   
Software Defect Prediction, Feature Selection, 

Classification, Classifier Evaluation. 

1.      INTRODUCTION 
Data mining is the task of investigating data from various 

perspectives and organizing the data into relevant and 

meaningful information[1]. There are numerous data mining 

algorithms such as classification, regression, association, 

clustering, etc,. used in software quality analysis. This paper 

uses Feature Selection and classification approach for the 

prediction of defective software [2]. Feature selection is the 

method of deciding on a subset of important and relevant 

features for building reliable learning models. It makes 

training and utilizing a classifier more efficient by reducing 

the size of the effective training set. Moreover feature 

selection often increases classification accuracy by removing 

noisy features. Classification approach divides the data 

samples into target classes. For example, software module can 

be categorized into “defective” or “non-defective” using 
classification approaches. Defect in a software module occurs 

due to source code error that further produces wrong output 

and leads to poor quality software products. Defective 

software modules are also responsible for high development 

and maintenance cost and customer dissatisfaction. The 

NASA Space Network, also referred to as the Tracking and 

Data Relay Satellite System  consists of nine on-orbit 

telecommunications satellites stationed at geo-synchronous 

stationary positions.   

In this paper, we apply classification algorithms on publicly 

available datasets of the NASA PROMISE repository in order 

to classify the software modules as defective/non-defective. 

The datasets employed for this research were  PC1 , PC2, PC3 

and PC4 [3]. This paper proposes a computational framework 

using data mining techniques to detect the existence of defects 

in software components. The framework comprises of feature 

selection, data classification and classifier evaluation. 

Correlation based feature subset selection, a feature-subset 

selection technique [4], is used to determine the significant 

features that are prominently affecting the defect prediction in 

software modules. The efficiency of predictive model could 

be enhanced with reduced feature set obtained after feature 

selection and further used to identify defective modules in a 

given set of inputs. This paper evaluates the performance of 

the proposed model. The experimental results indicate the 

effectiveness of the proposed feature selection based 

predictive model based on standard performance evaluation 

parameters  

2.       LITERATURE SURVEY 
The work carried out thus far by other researchers that are 

related to defect prediction research using feature reduction 

and classification is concisely presented here.In the survey of 

Bhekisipho Twala[7] the performance of different ensembles 

was compared for software fault prediction. The results for 

each classifier was used as a baseline.The correlation 

maximisation method was used to select the appropriate 

number of ensemble classifier members, of which three 

classifiers per ensemble were chosen. For each ensemble,four 

sampling procedures (bagging, boosting, feature selection,and 

randomization) were considered. This was the case for each 

individual datasets.To empirically evaluate the performance of 

one of the top five classifiers in data mining (AR, DT, k-NN, 

NBC and SVM), an experiment  was conducted on four 

datasets in terms of misclassification error rate. For each 

dataset, different types of metrics were used to predict models 

that were likely to predict faults. Three of the four datasets 

were collected by the NASA metrics data program (MDP) 

data repository.Three projects (CM1, JM1 and PC1) were 

comprised of which only partial requirement metrics were 

available. There were 10 attributes that described the 

requirements.A motivation for ensemble was the combination 
of outputs of many weak classifiers produces powerful 

ensembles with higher accuracy than a single classifier 

obtained from the same sample.Thus the ensemble classifier 

should be improved to give better results. In the survey of 
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Sonali Agarwal et al [11] feature selection based LSTSVM 

model for defect prediction was proposed. F-score feature 

selection technique was used to select significant features 

which are helpful to predict defective software modules.F-

score is one of the simple and significant feature selection 

technique which is mostly used in machine learning. It 

calculates the discrimination between two sets of real 

numbers.The larger value of F-score indicates that the 

corresponding feature is more discriminative or highly 

significant.A disadvantage of F-score was that it does not 

reveal mutual information among features.The Fscore is a 

ratio of two variables: F = F1/F2, where F1 is the variability 

between groups and F2 is the variability within each group. In 

other words, a high F value means that at least one of the 

groups is significantly different from the rest, but it doesn’t 

tell which group.In order to address this issue,CFS is used 

which gives the optimal subset of features and with mutual 

information. In the survey of Catal and Diri et al(2009),[13]  

the impact of Random Forests was studied and algorithms 

based on artificial immune systems was used.It was analyzed 

that the area under the Receiver Operating Characteristics 

(ROC) curve was used as a performance evaluation measure. 

NASA datasets were utilised for this task. Their results 

showed that Random Forest achieved the highest accuracy 

rates than other methods such as NBC for small datasets. It 

did not performed well for large datasets.Thus, Random 

Forest algorithm should be improved in this project to give 

better accuracy for both small and large datasets. 

3.       PROPOSED METHODOLOGY  

The proposed methodology is diagrammatically presented in 

Figure 1. The methodology involves data collection, feature 

selection, classification and performance evaluation. The 

NASA datasets of PROMISE repository namely PC1, PC2, 

PC3, PC4 were selected to classify models for software defect 

prediction. The datasets were collected and fed as input to the 

feature selection process. Correlation based feature subset 

selection method(CF subset) gave the optimal feature sets. It 

is an efficient feature selection algorithm, which gives high 

scores to subsets that includes features that are highly 

correlated to the class attribute, but have low correlation to 

each other. CFS evaluates the worth of a subset of attributes 

by considering the individual predictive ability of each feature 

along with the degree of redundancy between them. Subsets 

of features that           are highly correlated with the class 

while having low intercorrelation are preferred. The selected 

features were used to classify into two classes  namely 

defective and non- defective by using classification 

algorithms namely Bayes Net, Naive bayes, Random Forest, 

Instance based classifier and Random Tree. This was done to 

achieve the goal of being able to use the model to categorize 

the software as defective and Non defective. Random Forest 

yielded the highest accuracy with the reduced feature subset 

and is described below. Random Forest is a powerful new 

approach to data exploration, data analysis and predictive 

modeling. It performs error detection, generation of strong 

predictive models, etc . Random Forest algorithm will select 

the small subset of available attributes at random. It splits the 

node with the best variable among the available features. The 

embedded classifier Improved Random Forest is formulated 

to enhance the accuracy of the existing classifier.This is done 

by incorporating Correlation based  

Feature subset selection algorithm and Random Forest 

algorithm The performance evaluation is carried out to 

evaluate and distinguish classes namely defectives and non 

defectives.  

 

                         Figure 1: Proposed Framework 

This is done by evaluating the performance measures such as 

accuracy, sensitivity and specificity. The performance 

evaluation is carried out with 10 fold cross validation data to 

give better accuracy. This in turn, produces a software defect 

prediction with better performance. 

 4.      NASA DATASETS DESCRIPTION 
 Table 1 shows the NASA datasets description. It shows the 

attributes, instances, defects and non-defects count of PC1, 

PC2, PC3, PC4 NASA datasets [3]. The dataset is loaded into 

the Weka tool for furthur processing. The attribute, defect, 

instance and non-defect counts is different for different 

datasets. 

Table 1: NASA Datasets Description 

Dataset Attribute Instance Defects Nondefect 

  PC1    22   1107   76    1031 

  PC2    37   5460   23    5437 

  PC3    38   1563   160    1403 

  PC4    38   1399   178    1221 
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5 .    COMPARISON ON DIFFERENT FS 

TECHNIQUES IN WEKA TOOL 

           Table 2: Comparison on different FS techniques  

Dataset Attribute CFS Info Gain GainRatio 

  PC1    22   6    22    22 

  PC2    37   4    36    36 

  PC3    38   6    37    37 

  PC4    38   4    37    37 

 Table 2 shows the comparison of different feature selection 

techniques in the Weka tool. The feature selection algorithms 

like CFS,Gain Ratio and Information Gain were 

compared.The Gain Ratio and Information Gain are the 

ranking 

algorithms. It selects the attributes based on its ranks.CFS is 

the Correlation based feature subset selection algorithm. It 

gives the otimal subset of features. It gives high accuracy in 

selecting optimal features. Thus CFS is used to design the 

proposed algorithm.The CFS selects the minimum nuumber of 

attributes for all the datasets.For PC1 CFS selects six 

attributes,CFS selects four attributes for PC2,CFS selects six 

attributes for PC3 and CFS selects four attributes for PC4. 

6. COMPARISON ON DIFFERENT 

CLASSIFICATION TECHNIQUES IN 

WEKA TOOL 

Table 3: Comparison on different classification techniques 

in Weka tool 

Dataset BN* NB IBK RT RF 

PC1 72.4% 89.1% 92.1% 91.6% 92.9% 

PC2 89.9% 97.2% 98.2% 94.2% 98.3% 

PC3 70.2% 48.7% 87.5% 87.6% 89.9% 

PC4 73.8% 86.3% 86.7% 87.5% 88.2% 

*BN-Bayesian Network, NB-Naive Bayes, IBK-Instance 

Based Classifier, RT-Random Tree, RF-Random Forest. 

The Table 3 shows the performance accuracy of the classifiers 

compared with one another. The table shows that the Random 

Forest gives better results compared to other classifiers for all 

the datasets. The Table 3 clearly shows which classifier has 

higher accuracy. Though Random Tree and IBK gives high 

accuracy for some datasets, it does not performs well for other 

datasets when compared to Random Forest classifier.  

Random Forest algorithm is chosen for the proposed work. 
The comparative performance evaluation of the classification 

algorithms is graphically presented in Figure 2. It is clear 

from the above results the Random Forest classifier has 

performed well in terms of accuracy. The accuracy of Random  

 

 

Figure 2: Comparison of Classification Algorithms on 

Accuracy 

Forest classifier for PC1 data is 92.9%. For PC2 data the 

Random Forest classifier performance in terms of accuracy is 

98.3%. For PC3 data Random Forest classifier performance in 

terms of accuracy is 89.9%. For PC4 data Random Forest 

classifier performance in terms of accuracy is 88.2%. Even 

though, other classifiers like instance based classifier and 

support vector machine gives high accuracy for some data, the 

Random Forest classifier yielded overall better performance.  

7. DESIGN OF EMBEDDED 

CLASSIFIER 
The Embedded classifier is designed by adding new algorithm 

in the weka interfaced with netbeans.The added algorithm is 

implemented by incorporating Correlation based Feature 

subset selection algorithm with Random Forest algorithm to 

give better accuracy.The performance evaluation is done by 

cross validation technique to obtain better accuracy.The CFS 

selects the optimal subset of features and passes to the 

Random Forest thus it takes the optimal subset of features and 

gives better accuracy in classifying the defective and non 

defective software. 

 

Figure 3:  Design of Embedded Classifier 
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5.    RESULTS AND DISCUSSION 

5.1   Comparison of Random Forest with 

Improved Random Forest 

Table 4: Comparison on different FS techniques in                    

Weka tool 

   Datasets        RF*       IRF 

      PC1     92.953%     94.545% 

      PC2     98.346%     98.561% 

      PC3     89.208%     89.676% 

      PC4     88.267%     90.625% 

 

*RF-Random Forest, CFS-Correlation based Feature Subset 

Selection, IRF-Improved Random Forest 

 Table 4 shows the comparison of Random Forest and 

Embedded classifier Improved Random Forest classifier based 

on accuracy. The performance of the Improved Random 

Forest is high compared to the Random Forest classifier.  

 Figure 4 shows the graphical representation of the Imroved 

Random Forest compared with Random Forest. This shows 

that the Improved Random Forest gives better accuracy than 

Random Forest. This is achieved by evaluating the 

performance of the classifier in terms of accuracy. 

 

Figure 4: Graphical Representation of Improved Random        

Forest 

The performance of proposed model was measured in terms 

of performance measures namely accuracy and specificity 

which further utilized for performance evaluation of the 

proposed model.  

5.1.1. Accuracy  
Accuracy is also referred to as “correct classification rate” and 

is measured by taking the ratio of correct predictions to the 

total prediction made by the software defect prediction model 

and is formulated as:  

Accuracy= (TP+TN)/(TP+FP+FN+TN)  

5.1.2. Sensitivity  
Sensitivity, also called true positive rate, is estimated by 

calculating the percentage of correctly identified not-defective 

software modules and is formulated as:  

Sensitivity= TP/ (TP+FN)  

5.1.3. Specificity  
Specificity, also termed as true negative rate, is measured by 

calculating the percentage of correctly recognized defective 

modules and is formulated as:  

Specificity= TN/ (TN+FP)  

Where TP denotes True Positives,  FP- False Positives, TN-

True Negatives, FN-False Negatives respectively. The 

following tables detail the performance of five different 

classifiers on four NASA datasets PC1, PC2, PC3 and PC4.  

It is clear from the above results the Improved Random Forest 

classifier has performed well in terms of accuracy. The 

accuracy of Improved Random Forest classifier for PC1 data 

is 94.5%. For PC2 data the Improved Random Forest 

classifier performance in terms of accuracy is 98.5%. For 

PC3 data the Improved Random Forest classifier performance 

in terms of accuracy is 89.6% and for PC4 data is 90.6%.  

6. CONCLUSION 

This study proposed a feature selection based Random Forest 

model for software defect prediction. Correlation based 

feature subset selection technique was used to select 

significant features which were helpful to predict defects in 

software modules. There was a significant difference in 

classifier’s performance that was developed using new feature 

subset as compared to the classifier built on complete feature 

set. This study has evaluated the predicting performance of 

proposed model for defective software modules and also 

performed a comparative analysis against five statistical and 

machine learning approaches using four PROMISE datasets. 

The experimental results revealed that the predictive 

capability of the proposed approach is better or at least 

comparable with other approaches. This research discloses the 

effectiveness of Correlation based feature subset selection (CF 

subset) based Random Forest approach in predicting defective 

software modules and suggests that the proposed model can 

be useful in predicting defective software based on the 

important attributes.  In order to improve the accuracy and 

quality of software development, data mining techniques are 

used to analyze and predict large number of defect data 

collected in the software development.In order to improve the 

accuracy the existing algorithm is improved by incorporating 

the suitable feature selection algorithm as a part of Random 

Forest algorithm which gives better accuracy.Thus the 

accuracy of Embedded classifier Improved Random Forest is 

improved. The performance of Improved Random Forest 

obtained from the result for PC1 dataset is 94.545%, PC2 

dataset is 98.561%, PC3 dataset is 89.676% and for PC4 

dataset is 90.625%. The future enhancement will be design of 

an Improved Random Forest as a system and utilizing the 

same to predict potential targets in other areas of research 

such as Healthcare and Security threats. 
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