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ABSTRACT 

Accurately Extraction of a binary object from a noisy 

perspective has been a daunting task in the field of pattern 

recognition. Several techniques have been tried to optimally 

solve the problem of denoising of object over the decades. In 

this paper, different binary object extraction methods are 

reviewed which are basically guided by different Self-

Organizing Neural Networks (SONN) architectures as Bi-

Directional Self Organizing Neural Network (BDSONN), 

multi-Layer Self Organizing neural Network (MLSONN) and 

quantum version of MLSONN (QMLSONN). The result 

shows that QMLSONN outperforms over other network 

architectures in terms of time and also it restores shape of the 

object with great accuracy. 
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1. INTRODUCTION 
The main objective of extraction [1,2,3,4] of binary object 

from a noisy perspective is to split the given image 

application into foreground and background regions. This 

region contains the noisy region and the object region. A wide 

variety of neural networks in their architectures have been 

used over the decades to deal with preprocessing of image 

tasks [2,3,4,5,6,7,8,9,10]. For the purpose of identification and 

recognition of binary objects from an image scene [11,12,13], 

neural networks have routinely been employed by researchers. 

Neural networks have also been used for classification 

[6,11,14,15,16] of relevant objects from redundant image 

information bases and segmenting[8] the image data. Various 

neural network [17,18] architectures, consisting of both self-

supervised and unsupervised, have also been proposed to 

produce outputs in real time. The multilayer self-organizing 

neural network (MLSONN)[19] is a feed-forward network 

architecture and it resorts to the fuzzy measures of the image 

information for the purpose of derivation of system errors 

therein. The Bi-Directional Self-Organizing Neural Network 

(BDSONN)[19,20] architecture is guided by   counter-

propagation of the intermediate and the output network states 

for self-organizing [21] the input information. The results 

show the restoring capabilities of the network in the extracted 

images. The main problems with these architectures lie in the 

adjustment and reassignment of the interconnection weight 

[22] matrices required for the processing of the information. 

Most of these approaches use back-propagation algorithm for 

updating the interconnection weights. 

This article is a survey on these approaches- BDSONN [20], 

BDSONN using β-activation [19], MLSONN [23][14] and 

QMLSONN[23], which have been used to achieve the 

objective of binary object extraction. 

2. Bidirectional Self-Organizing Neural 

Network Architecture (BDSONN): 
An input layer, an intermediate layer and an output layer are 

the fundamental components of this BDSONN. This 

architecture exploits a feed-forward mode of propagation of 

input information and counter-propagation of network states 

which self-organize the input information into extracted 

object regions. The transmission of necessary information is 

guided by the standard sigmoid activation function along with 

image context sensitive thresholding values that is derived 

from the fuzzy[24] image information content through the 

fuzzy cardinality estimates of image pixel neighborhoods. 

BDSONN obviates time consuming back propagation 

algorithm in this architecture which improves the performance 

of the extraction procedure. 
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Fig 1: Bidirectional self-organizing neural network (BDSONN) architecture (Not all intra-layer interconnections are shown for 

clarity)[20] 

The BDSONN architecture comprises an input layer for 

accepting the external inputs and two self-organizing layers, 

viz. the intermediate layer and the output layer. Every neuron 

in each network layer corresponds to the number of pixels in 

the input image scene. The input layer is given the task of 

accepting the fuzzy membership values of the pixels in the 

input image. The neurons of every layer are connected to each 

other within the same layer forming a cellular network 

structure. All the intra-layer interconnections strengths are set 

to a fixed value of unity. Each neuron in a layer is also 

connected to the corresponding neuron in the neighboring 

layer through forward path inter layer interconnections. 

Similarly, the output layer neurons are connected to the 

corresponding neuron in the previous layer via backward path 

inter-layer interconnections. The measures of the membership 

values at the individual neurons of the different layers decide 

the strengths of the inter-layer interconnections between the 

input layer and the intermediate layer, the intermediate layer 

and the output layer and between the output layer and the 

intermediate layer neurons. 

The central candidate neurons accumulate the fuzzy 

cardinality values corresponding to the different neighborhood 

fuzzy subsets in the input layer through the intra layer 

interconnections. These fuzzy cardinality values are used to 

define the context sensitive thresholding information for the 

characteristic transfer function of the processing neurons. 

The BDSONN architecture self-organizes input information 

into extracted output information. This self-organization 

procedure is carried in the following four phases: First is the 

initialization phase, where the intra-layer interconnections are 

initialized to one between the constituent neurons within the 

different network layers. Second is the input phase, where 

input layer of the network is fed in with the fuzzy membership 

values of the external world input noisy image scene pixels. 

Next is the forward propagation phase, where the fuzzy 

membership values are propagated from the input layer to the 

intermediate layer and the intermediate layer to the output 

layer. This forward path inter-layer interconnection is 

determined from the relative fuzzy membership values at the 

constituent neurons of the preceding network layer and the 

processed outputs of the preceding network layer. Last comes 

the backward propagation phase. Here the output layer 

outputs of the network are propagated to the previous network 

intermediate layer after the backward path inter-layer 

interconnections. Each propagation phase includes the process 

of determining the fuzzy cardinality estimates of the varying 

network layer neighborhood fuzzy subsets. This is used for 

computing the fuzzy context sensitive thresholding 

information required to process operation of the succeeding 

network layer. The following illustrates the working of the 

BDSONN architecture: [20] 

Initialization phase:  

1. Initialize I[l], l=1,2,3 ; 

/* I[l] intra-layer connections*/ 

2. Read P[l][a][b]; 

  /* P[l][a][b] is the  membership value of neuron at position 

ath row and bth column of lth layer*/ 

Forward Propagation phase: 

3. T[l+1][i][j]= C[l][i][j]; 

  /* T is the context sensitive thresholding accumulated at ith 

row and jth column of (l+1)th layer and C is the cardinality of 

the neuron at ith row and jth column of lth layer*/ 

4. IC[t][l][l+1][a][b]=1-(P[l][a][b]-P[l][i][j]); 

  /* IC is the interconnection that needs to be propagated to 

corresponding neuron of the next layer */ 

5.P[l+1][i][j]= SUM[fsig(P[1][a][b]*IC[t][l][l+1][a][b])]; 

  /* Calculation of the necessary membership value to be sent 

to the corresponding neuron in the next layer */ 

6. do 

7. Repeat steps 4,5,6 with intermediate layers outputs 

Backward Propagation phase: 

8. T[l][i][j]= C[l-1][i][j]; 

9. IC[t][l-1][l][a][b]=1-(P[l-1][a][b]-P[l-1][i][j]); 

10. P[l][i][j] = SUM[ fsig(P[l-1][a][b]*Inter[t][l-1][l][a][b])]; 

11. Loop until ((IC[t][l][l+1][a][b]-IC[t-1][l][l+1][a][b]) <ε); 

   /* ε is the tolerable error*/ 

12. End 

2.2 Bidirectional Self-Organizing Neural 

Network Architecture using β Activation 

Function: 
The complete network and the functions of this architecture 

work similar to the BDSONN architecture discussed above. 

The difference lies only in the part where the activation 

function used is β-activation [19,25] rather than the sigmoid 

activation function.  

2.3 Multilayer Self-Organizing Neural 

Network (MLSONN) Architecture: 

MLSONN is a self-supervised architecture efficient in 

extracting binary objects from a noisy background. It involves 

several layers, viz. the input layer, any number of hidden 

layers and an output layer for obtaining the final processed 
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output. A second order neighborhood topology is followed by 

the interconnection strategy employed between the layers. The 

network is characterized by subsequent processing at the 

hidden layers and the output layer and forward propagation of 

incident information. Using the linear indices of fuzziness of 

the intermediate output obtained the network system errors are 

calculated at the output layer which are used to adjust the 

network interconnection weights through the standard back 

propagation algorithm. These intermediate outputs are fed 

back to the input layer for further processing and this process 

is continued until the network errors stabilize. 

 
 

Fig 2: Schematic diagram of QMLSONN (Only few 

connections are shown for clarity)[23] 

2.4 Quantum Multilayer Self-Organizing 

neural Network (QMLSONN) 

Architecture: 

2.4.1 Concept of Qubits:  
The basic unit of information processing that can be used in 

quantum computation is called qubits [23], which is also 

known as quantum bits. 

A qubit can exist in the state |0> or |1>, but it can also exist in 

a superposition state which is a liner combination of the states 

|0> and |1>. It can be represented as |ψ> which is written as       

                     ψ>= α|0> + β|1>                           (1)          

2.4.2 Concept of Rotation Gates: 
The single qubit rotation gate [2] can be defined:      Rot (θ) = 

 
𝑐𝑜𝑠θ  −sinθ

 sinθ         cosθ
                          (2) 

This is executed on a sine qubit to change it to:  

   Rot (θ) = 
𝑐𝑜𝑠θ −sinθ

 sinθ         cosθ
 *  

𝑐𝑜𝑠ɸ
𝑠𝑖𝑛ɸ

  

= 
cos(θ + ɸ)
sin(θ + ɸ)

                                                (3) 

The quantum version of the MLSONN [23][19] architecture is 

QMLSONN[2] in which the processing  nodes of the different 

layers are simply qubits like   

 

The interconnection weights follow a second order 

neighborhood topology and are in the form of rotation gates. 

2.4.3 Dynamics of operation  
 When input data (input) is given into the network, the 

fuzzified input value [0,1] is  

First converted by the input layer into the phase [0, π/2] in 

quantum states. 

                    yi
I = π/2(input)                               (4) 

Here, yi
I are quantum inputs and (input) are general input 

data’s. Also we have input neurons 

i = 1 to l and hidden neurons j= 1 to m.                                                                          

Uj
h= f (ѱipjhll)f(yiI) –  f(λjh)𝑙

𝑖=1               (5) 

Where, ѱipjhll are the connection weights between input and 

hidden layer and λjh is the threshold of jth hidden neuron.  

          Uj
h = ∑ f (ѱipjhll)f(yi

I) – f(λj
h)                   (6) 

= ∑ eiѱ
ipjhll + yi

I) – f(λj
h)                                     (7) 

= cos (ѱipjhll+yi
I) + isin (ѱipjhll+yi

I) – cos(λj
h) 

-isin (λj
h)                                                            (8) 

Now, 

 Yj
h = π/2g(δj

h) – arg(uj
h)                                   (9) 

 =π/2g(δj
h) – tan-1 sin   ѱipjhll +yiI −sin  (λ jh)

 cos   ѱipjhll +yiI −cos (λ jh)
      (10) 

Here δj
h is the reversal parameter of jth hidden neuron and 

arg(uj
h) means the phase extracted from a complex number u. 

Similarly, 

     Uk  = ∑ f(ѱhqkoll) f(yj
h) – f(λk)                     (11) 

Where, λk is the threshold of kth output neuron and ѱhqkoll are 

the connection weights between hidden and output layer. 

Uk =  ∑eiѱhqkolle
iy

j
h - eiλ

k                                                   (12) 

 = ∑ei(ѱhqkoll + yj
h) - eiλ

k 
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In this neuron model two kinds of parameters exist: the phase 

parameter of weight connection and θ threshold λ and the 

reversal parameter δ. 

The network error is represented as 

      Etotal = ½ ∑ ∑(tn,p-  outputn,p)
2                    (13) 

= cos(ѱhqkoll + yj
h) + isin(ѱhqkoll + yj

h) 

– cos(λk) –  isin(λk)                                    (14)                                                       

Now, 

             Yk = π/2 g(δk) – arg(uk)                      (15) 

Where g(δk) is the sigmodial activation function. 

 =π/2*g(δk)–tan-1  sin  ѱhqkoll  + yjh −sin (λk)

 𝑐𝑜𝑠 ѱhqkoll  + yjh −cos (λk) 
    (16) 

The quantum states of the outputs are destroyed by a quantum 

measurement at the output layer and convert the same to 

either 0 or 1 depending on a probability. These outputs are 

retained in a safe custody since these outputs are to be further 

processed. Using linear indices of fuzziness, the probability 

amplitudes of the quantum states are compared with 1’s and 

0’s to compute the system errors which are used to regulate 

the interconnection weights of the network layers. For further 

processing, the retained outputs are fed back to the input 

layer. This process is repeated until the network system errors 

fall below a certain reasonable limit when the object gets 

extracted from the noisy background.  

2.4.4 Quantum Back propagation Algorithm 

The quantum back propagation error adjustment algorithm 

[23] is discussed and generalized in this section for any 

number of layers. The probability amplitude |1> is attached to 

the imaginary part and\0> to the real part for this purpose. 

Here, P is the number of learning patterns. tn,p is a target 

signal  for the nth neuron and outputn,p  means an output at the 

Pth pattern. The error gradient is given by 

𝜕𝐸

𝜕𝜃𝑗𝑘
= tn,p – outputn,p 

𝜕𝑜𝑢𝑡𝑝𝑢𝑡

𝜕𝜃𝑗𝑘
                       (17) 

After successive calculations the equation retrieved is:   
𝜕𝑦ℎ𝑗

𝜕𝛿ℎ𝑗
 

= π/2 e-δjh/(1+δj
h)             (18) 

2.5 Results and Discussions: 
In this paper, all these four algorithms are implemented on 

both real world image and synthetic image application with 

various uniform and Gaussian noise levels (ζ=8,10,12,14) and 

also compared them. The result is shown in Fig 4 and Fig.5 

below. The percentage of correct classification of pixels (pcc) 

[22] is calculated on the basis of the achieved image and the 

original image to determine the quality of the extracted image. 

It uses the formula:   pcc = 
𝑡𝑐𝑐

𝑡𝑛𝑝
∗ 100, where tcc stands for 

total number of correctly classified pixels and the total 

number of pixels in the image scene is designated to tnp 

 

Fig3: Original images (a) synthetic image  (b) spanner 

image 

 

 
Fig 4:Noisy and extracted real world images a, b, c noisy images with Gaussian noise at σ = 8, 10,12 and d, e, f noisy images 

with Uniform noise = 8,10,12; a’, b’, c’, d’, e’, f’ BDSONN extracted images; a’’, b’’, c’’, d’’, e’’, f’’ BDSONN with β-activation 

function extracted images; a’’’, b’’’, c’’’ ,d’’’ , e’’’, f’’’ QMLSONN extracted images; and a’’’’, b’’’’, c’’’’, d’’’’, e’’’’, f’’’’ 

MLSONN extracted images. 
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Fig 5:Noisy and extracted synthetic images a, b, c noisy images with Gaussian noise at σ = 8, 10,12 and d, e, f noisy images with 

Uniform noise = 8,10,12; a’, b’, c’, d’, e’, f’ BDSONN extracted images; a’’, b’’, c’’, d’’, e’’, f’’ BDSONN with β-activation 

function extracted images; a’’’, b’’’, c’’’, d’’’, e’’’, f’’’ QMLSONN extracted images; and a’’’’, b’’’’, c’’’’, d’’’’, e’’’’, f’’’’  

MLSONN extracted images. 

 

Table 1: Comprative performance results on Gaussian noisy images: 

Synthetic image 
 

MLSONN 

 

BDSONN 
β - BDSONN 

 

QMLSONN 

𝜎 t( secs) pcc t( secs) pcc t( secs) pcc t(secs) pcc 

8 79 99.59 32 99.94 72 99.94 12 99.96 

10 73 98.78 43 99.65 142 99.07 15 99.75 

12 115 96.28 62 98.96 211 98.41 21 98.97 

14 156 95.79 104 98.27 235 97.05 39 98.17 

Real life image  

𝜎 t(secs) pcc t(secs) pcc t(secs) pcc t(secs) pcc 

8 74 99.82 31 99.86 72 99.94 3 99.91 

10 72 99.52 32 99.75 179 97.05 2 99.59 

12 73 98.23 42 99.77 206 97.61 3 99.14 

14 71 97.29 41 99.25 212 96.78 4 98.38 

 
Table 2: Comprative performance results on uniform noisy images: 

Synthetic image 
 

MLSONN 

 

BDSONN 
β - BDSONN 

 

QMLSONN 

𝜎 t( secs) pcc t( secs) pcc t( secs) pcc t(secs) pcc 

8 74 99.89 32 100 71 99.90 3 99.96 

10 73 99.62 31 99.99 140 99.52 4 99.69 

12 72 99.39 42 99.97 200 99.41 4 99.11 

14 72 97.29 41 99.25 215 97.68 5 98.45 

Real life image     

𝜎 t(secs) pcc t(secs) pcc t(secs) pcc t(secs) pcc 

8 71 98.83 31 99.75 70 99.51 1 92.67 

10 74 98.36 30 99.72 160 98.39 2 92.34 

12 73 96.98 40 99.39 209 97.05 3 91.98 

14 115 95.15 50 98.11 222 96.75 4 90.65 

 
Table 1 and 2 clearly show that QMLSONN is superior to 

MLSONN and BDSONN in terms of time and restores the 

quality of image with great precision. 
 

3. CONCLUSION 
Binary object extraction from noisy perspective is a daunting 

task that has applicability in wide variety of fields. The widely 

used SONN for denoising of binary objects have been 

discussed in this article. This paper provides a broad study of 

the various approaches to fulfill this objective and their 

working has been elaborately presented relying on the work 

done by Bhattacharyya et al.[19,20,23,25]. This paper also 

shows the performance comparison between the various 

algorithms discussed. It is noted that incorporating quantum 

computing MLSONN outperforms than the rest. The future 

work mainly consists of developing algorithms that 

completely extracts an image from a noisy perspective within 

lesser span of time. The authors are working in this direction. 
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