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ABSTRACT 

Data mining is a process by which the from raw data 

information and important patterns are estimated. That 

involves the intermediate processes to find the data patterns 

from the input datasets. These processes are pre- 

processing, algorithm implementation and the testing of 

developed model. algorithm are used find the data pattern 

from  the data, that may in form of associative, any data 

structure based or weight based. The proposed work is an 

effort in order to develop an association rule mining 

algorithm using the decision tree. Where the decision tree 

is used first to find the decision rules and according to 

rules new associate rules are extracted from the data. 

General Terms 

Apriori Algorithm, Association Rule Mining, Cart Algorithm  

1. INTRODUCTION 
Machine learning is domain of engineering where algorithms 

and computer based programs are learnt from data and past 

experience and provides decisions and analysis based on 

their experience and learned knowledge. Machine learning 

introduces stepwise process to learn and utilize the 

knowledge to solve the real world problems in effective 

and efficient manner. This process includes data pre-

processing, training of algorithm and implementation using 

any application sometimes the last step is also known as 

testing of data model. 

1.1 Data pre-processing:  

Data in real world is never found in a structured manner, 

which is hidden between unstructured data or between 

uneven data sources. in this phase data is separated from the 

its  original format and organized in a desired format to read 

and utilized for future use. 

1.2 Algorithm training: 

Using the previous phase data machine prepare a data 

structure or data model by which decisions are made for 

providing solutions. 

1.3 Testing:  

Performance of the system can be measured using this phase 

of system, here manually or automatically real time or 

sample data is produces to test the intelligence of trained 

algorithm. 

 

 

 

 

There are two different kinds of data  models  are available 

first transparent  and second the opaque data models. 

During the observation that is found that the transparent data 

models are suitable for navigation and data evaluation 

manually, on the other hand these data model’s classification 

accuracy is poor with respect to the opaque data models. 

Therefore in this proposed work the accuracy in classification 

is improved using the opaque data model and transparent data 

models where for transparent data model decision tree 

algorithms are used and for the opaque data models Apriori 

algorithm is hybrid in the proposed work. 

The description in the introduction leads to the following 

key observation: 

When we used predictive modeling technique it produces 

highly accurate models. But we want to use some models 

simultaneously to increase accuracy as well as 

comprehensibility 

Sometimes accuracy is not the only relevant criterion. Often, 

there is a need for comprehensible models. When this is the 

case, the easiest solution is to use a technique directly 

producing transparent models; most often decision trees. This 

will, however, normally lead to a loss of accuracy so we 

required a trade-off between the accuracy vs. 

comprehensibility. For achieving this trade-off, rule extraction 

is used, which perform the task of transforming opaque 

models with high accuracy to transparent models with 

retaining permissible level of accuracy. 

Although several rule extraction techniques exist, the opinion 

is that no specific technique meets all criteria. Based on the 

observation we identified problem which is stated below. 

Through this we can transform opaque model with 

accuracy to comprehensible. How to increase or optimized 

accuracy while using transparent models 
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How to extract accurate and comprehensible rules from 

opaque predictive models 

How to optimize accuracy using Genetic algorithm. 

How to achieve a trade-off between accuracy and 

comprehensibility. 

2. OBJECTIVE 

The proposed work includes the following work to 

accomplish during the proposed research work. 

Study of various transparent and opaque models: in 

this phase various data models are studied in order to find 

the suitable combination of algorithm by which the 

proposed work becomes feasible. 

Propose and design of the desired data model: in this 

phase for classification accuracy a new data model is 

proposed and implemented using the Apriori and CART 

decision tree. 

Performance assessment: in this part the performance of 

the implemented model is estimated using precision and 

recall method for justification of the proposed data model 

3. SOLUTION DOMAIN 
To achieve the desired goal of the proposed data model a 

hybrid approach is developed for finding the association rules 

for improving the classification accuracy. The proposed data 

model is based on the combination of Apriori and CART 

decision tree. The below given diagram can explain the 

proposed working model 

 

Using the above given diagram the proposed architecture of the 

proposed data model can be understand. Input data is first 

processed using the CART algorithm that provides the decision 

rules for the dataset. Here the size of data is reduced in terms 

of instances. In the next the participating attributes are 

evaluated to design rules, here rules are used as transection for 

the Apriori algorithm. Using this association rule mining is 

prepared. 

 

4. EXPECTED OUTCOMES  
The proposed work is improvement over the traditional 

classification and association rule mining algorithm which 

uses the transparent data model as filter and using the 

opaque data model the new rules are generated in order to 

reduce the cost of navigation and improving the classification 

accuracy 
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