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ABSTRACT 
During past few decades, researchers worked on data 

preprocessing techniques for the datasets. Data preprocessing 

techniques are needed, where the data are prepared for 

mining. The performance of data mining algorithms in most 

cases depends on dataset quality, since low-quality training 

data may lead to the construction of overfitting or fragile 

classifiers. Also, scientists worked on data mining areas in 

both algorithms section and conceptions practice section. But 

for better results they always used the combined or embedded 

or hybrid approaches. Scientists used different classifiers in 

different ways and also got their smoother results by arranging 

some modification in the algorithms.  In this paper we shall 

describe all possible areas of attribute selection and reduction 

techniques. Feature selection algorithms broadly fall into three 

categories: filter models, wrapper models and hybrid models. 

Practically, scientists do the tasks in two stages for obtaining 

accuracy and that is, they firstly select the features and then 

reduce the dimensionality of feature vectors with classifiers 

through learning. Some promising approaches are indicated 

here and particular concentration is dedicated to describe 

different methods from raw level to experts, so that in future 

one can get significant instruction for further analysis. 

General Terms 
Embedded; hybrid; filter; wrapper; classifiers; 

1. INTRODUCTION 
Data mining is the process of finding hidden information and 

patterns from a huge database. Data mining algorithms have 

two major functions: classification and clustering. 

Classification maps data into predefined groups or classes. It 

is often referred to as supervised learning because the classes 

are determined before examining the data.  Classification 

creates a function from training data. The training data consist 

of pairs of input objects, and desired output. The output of the 

function can be a continuous value, or can predict a class label 

of the input object. The task of the classification is to predict 

the value of the function for any valid input object after 

having seen only a small number of training examples. 

Clustering is similar to classification except that the groups 

are not predefined, but rather defined by the data alone. 

Clustering is alternatively referred to as unsupervised learning 

or segmentation. It can be thought of as patitioning or 

segmenting the data into groups that might or might not be 

disjointed. The clustering is usually accomplished by 

determining the similarity among the data on predefined 
attributes. The most similar data are grouped into clusters. 

Feature selection is a form of search in the training data. It 

selects a subset of input features d from a total of D original 

input features in the training data by using an optimisation of 

scientific theorem to improve the classification accuracy of a 

learning classifier [8]. 

The rest of the paper is organized as follows. Section 2 briefly 

describes about feature selection techniques used by data 

scientists. Section 3 presents a comprehensive literature 

review about different procedures of feature selection. At a 

glance comparison among the various techniques is depicted 

in section 4. Section 5 turns conclusion with a brief about this 

paper. 

2. FEATURE SELECTION METHODS  
Data mining is much matured in this modern age, as the 

application of this is noticeable in various regions such as 

robotics, machine learning and knowledge based system etc. 

Feature selection is a form of search in the training dataset, 

which involves the selection of a subset of features d from a 

total of D original input features from training dataset based 

on an optimisation principle to improve the performance of a 

learning classifier. It search through the subsets of features, 

and try to find the best one. In complex classification domains 

such as intrusion detection systems (IDS), feature selection is 

very important because irrelevant and redundant features may 

lead to complex classification model as well as reduce the 

classification accuracy. There are two main models that deal 

with feature selection: (a) filter methods, and (b) wrapper 

methods. Filter methods rely on the general characteristics of 

the training data to select features with independence of any 

learning classifier, which are usually computationally less 

expensive than the wrapper models, and have the ability to 

scale to large datasets. On the other side, wrapper methods 

involve optimising a learning classifier as part of the feature 

selection process. Wrapper models tend to give better results 

and the model is more precise than the filter model. However, 

wrapper models are very time consuming, which restricts 

application with some datasets[17]. 

The hybrid methods are based on a sequential approach where 

the first step is usually based on filter methods to reduce the 

number of features considered in the second stage. 

Afterwards, a wrapper method is employed to select the 

desired number of features using this reduced set in the 

second stage[2]. 

3. REVIEW ON FEATURE SELECTION 

AND REDUCTION 
The voice over classification involve a large volume of data 

and/or a large number of features/attributes initiated around 

thirty years ago. Langley  [18]  grouped  different  feature  

selection  methods  into two  broad  groups  (i.e.,  filter  and  

wrapper)  based  on  their  dependence  on  the  inductive  

algorithm  that will  finally  use  the  selected  subset.  Filter  

methods  are  independent  of  the  inductive  algorithm,  

whereas wrapper  methods  use  the  inductive  algorithm  as  

the  evaluation  function.   
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Abdulla and Kasabov, 2003, [1] designed multi-streams 

paradigm where they split feature vectors in three independent 

continuous-density Hidden Markov Model(CHMM) 

frameworks. They proposed a technique that combines 

classifiers. Here the three HMM classifiers are applied to 

speech signals. HMM classifiers had done feature reduction 

by alleviating the dominance effects of the features and in this 

way, they reduced the dimensionality of feature vectors. 

Unler et al., 2010, [2] presented a hybrid filter–wrapper 

feature subset selection algorithm. The filter model is used for 

feature subset selection and the wrapper model was liable to 

use the mutual information available from the filter model. 

They presented a novel feature selection method, which lessen 

computational cost dramatically. The whole hybrid model 

performed feature selection and reduction.  

Zhang et al., 2010, [3] redefined composite rough sets for 

feature selection which is a powerful mathematical tool for 

analyzing various types of data. Zhang et al. proposed an 

incremental method for dynamic data mining based on 

neighborhood rough sets. They accomplished a notable 

progress after twenty five years of the beginning of the 

research on feature selection using rough sets. Through rough 

sets they defined composite information systems that 

contained attributes of multiple different types, which was 

liable for feature selection and knowledge discovery. 

Uguz, 2011, [4] worked on text categorization and here he did 

feature selection in two stages and all are filter methods. In 

the first stage, each term within the document is ranked 

depending on their importance for classification using the 

information gain (IG) method. In the next stage, genetic 

algorithm (GA) and principal component analysis (PCA) 

feature selection and feature extraction methods are applied 

separately to the terms which are ranked in decreasing order 

of importance, and a dimension reduction is carried out. 

Genetic algorithm is an optimization method mimicking the 

evolution mechanism of natural selection. GA performs a 

search in complex and large landscapes and provides near-

optimal solutions for optimization problems.  

Pacheco et al., 2013, [5]  assessed the relevance of 

formulating the feature selection problem for classification  to 

check and compare the efficacy with the method 

NSGAFS(non-dominated sorting genetic algorithm). A series  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

of experiments was run with different databases. There they 

worked with financial variables and two classes: ‘‘credit-

worthy’’ and ‘‘non-creditworthy’’. 

Li et al., 2010, [6] worked on image annotation and for its 

feature selection parallel genetic algorithm was used. They 

investigated two methods of Genetic Algorithm feature 

selection. 

Sun et al., 2013, [7] established a new framework of feature 

selection which not only selects the most relevant features and 

eliminates redundant features, but also tries to retain useful 

intrinsic feature groups. Unlike traditional frameworks of 

feature selection, its primary characteristic was that the 

features were weighted according to their interaction with the 

selected features. Moreover, the weight of features will be 

dynamically updated when each candidate feature had been 

selected. So, they proposed a dynamic weighting-based 

feature selection algorithm for ranking features based on 

information metric. 

Carmona-Cejudo et al., 2013, [9] have focused on the 

comparison of several feature selection and adaptive strategies 

for email foldering using the Enron dataset and  their 

proposed ABC-DynF framework for adaptation. Using naïve 

bayes classifier, this classification procedure was conducted. 

The ABC-DynF framework can work under a dynamic feature 

set, keeping a list of the top-k features which will be used by 

the learning model and allowing to add new categories using 

Naïve Bayes classifier. 

Chen's, 2012, [10] explored an innovative method using rough 

sets. Their procedure utilized an integrated feature-selection 

approach to select 16 condition attributes of financial ratios, 

the CPDA to partition selected condition attributes by 

applying rough sets local-discretization cuts, and an rough sets 

LEM2 algorithm to generate decision rules set to identify 

important knowledge hidden in original data. 

Xu et al. , 2011, [11] proposed a new dynamic attribute 

reduction algorithm based on a 0-1 integer programming  to 
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deal with the dynamic data in this paper. Before employing 

rough sets theory, the real value data must be discrete, so K-

means discrete method was employed in thier experiments. 

Chen et al., 2009, [12] developed a Semantic Relationship 

Graph (SRG) to describe the relationship between multiple 

tables and guide the search within relation space. Afterwards, 

they optimize the Semantic Relationship Graph by avoiding 

undesirable joins between relations and eliminating 

unnecessary attributes and relations. 

Mladenic and Grobelnik, 2003,[13] used classifier for each 

split in the text hierarchy for Feature selection on hierarchy of 

web documents.  In the learning experiments, for each of the 

sub problems, naive Bayesian classifier was used on text data. 

Bina et al., 2013 [14] stated that they prepared a wrapper 

classifier which  predicted the class label. The relational 

Naive Bayes classifier exploits independence assumptions to 

achieve scalability. They introduce a weaker independence 

assumption to the effect that information from different data 

tables is independent given the class label. 

Tsai and Hsiao, 2010, [15] invented a filter model to combine 

multiple feature selection methods to identify more 

representative variables for better prediction. In particular, 

three well-known feature selection methods, which are 

Principal Component Analysis (PCA), Genetic Algorithms 

(GA) and decision trees (CART), are used. The combination 

methods to filter out unrepresentative variables are based on 

union, intersection, and multi-intersection strategies. For the 

prediction model, the back-propagation neural network is 

developed. 

Qaunz et al., 2012, [16] have explored a feature extraction 

perspective, starting with the popular sparse coding approach 

which learns a set of higher order features for the data. They 

presented a novel method, where they did not use any 

classifier. The sparse coding for knowledge transfer, they 

have proposed new feature generation algorithms to address 

those limitations and enable knowledge transfer, and verified 

the effectiveness of the approach on real and synthetic data. 

4. COMPARISON AMONG THE 

TECHNIQUES 
There are some attempts of using the classifiers for 

classification purposes but the computational complexity of 

the algorithms and the obtained results lead us to think that 

there is still much research to do in this field. 

TABLE 1. Comparison among feature selection 

techniques 

Researcher

(s), Year, 

Reference 

Description of feature selection techniques 

Basis of procedure 
Associated 

Classifiers 
Type 

Abdulla 

and 

Kasabov, 

2003, [1] 

continuous-density 

Hidden Markov 

Model(CHMM) 

frameworks 

HMM wrapper 

Unler et al., 

2010, [2] 

hybrid filter–

wrapper feature 

subset selection 

algorithm 

SVM Hybrid 

Zhang et 

al., 2010, 

[3] 

Through rough sets 

they defined 

composite 

information systems 

rough sets Wrapper 

Researcher

(s), Year, 

Reference 

Description of feature selection techniques 

Basis of procedure 
Associated 

Classifiers 
Type 

that contained 

attributes of 

multiple different 

types 

Uguz, 

2011, [4] 

feature selection in 

two stages and all 

are filter methods 

No classifier Filter 

Pacheco et 

al., 2013, 

[5]   

with the method 

NSGAFS((non-

dominated sorting 

genetic algorithm) 

No classifier Filter 

Li et al., 

2010, [6] 

for its feature 

selection parallel 

genetic algorithm 

was used 

No classifier Filter 

Sun et al., 

2013, [7] 

a dynamic 

weighting-based 

feature selection 

algorithm 

No classifier Filter 

Carmona-

Cejudo et 

al., 2013, 

[9] 

The ABC-DynF 

framework can 

work under a 

dynamic feature set 

Naïve Bayes 

classifier 
Wrapper 

Chen, 2012, 

[10] 

an integrated 

feature-selection 

approach 

rough sets Hybrid 

Xu et al. , 

2011, [11] 

a new dynamic 

attribute reduction 

algorithm 

k-means Hybrid 

Chen et al., 

2009, [12] 

developed a 

Semantic 

Relationship Graph 

(SRG) 

No classifier Filter 

Mladenic 

and 

Grobelnik, 

2003,[13] 

naive Bayesian 

classifier was used 

on text data. 

 

Naïve Bayes 

classifier 
Wrapper 

Bina et al., 

2013 [14] 

The relational Naive 

Bayes classifier 

exploits 

independence 

assumptions to 

achieve scalability 

Naïve Bayes 

classifier 
Wrapper 

Tsai and 

Hsiao, 

2010, [15] 

Combination of 

Principal 

Component 

Analysis (PCA), 

Genetic Algorithms 

(GA) and decision 

trees (CART) 

No classifier Filter 

Qaunz et 

al., 2012, 

[16] 

the popular sparse 

coding approach 
No classifier Filter 

 

5. CONCLUSION 
Feature selection is a process that selects a subset from the 

original feature set according to some criteria of feature 

importance. In this paper, concepts of feature selection are 

reviewed that categorize different approaches in this ground. 

This literature review explore the recent trend in feature 

selection that comes from novice procedure to this time of 

computer, where data mining is used to classify. Almost all 
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the techniques found for feature selection have discussed here 

and there is hardly any research found yet to categorize  with 

similarity measurement. We have faith that the study on 

feature selection  is a productive region for further research. 

Around 15 papers have been discussed here and various key 

topics from other historical publication relevant with text 

summarization have been analyzed here from 1988 to 2014. 

There exist some other techniques similar with those 

described in this paper, the discussion of which has not been 

included here as it will be a large corpus. But it is expected 

that any researchers can get help from this literature review 

for better understanding of different types of procedure on 

feature selection. Anyone can also get direction for better 

perception of the diversified sorts of abstraction, which will 

help to construct new procedure for next generation. 
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