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ABSTRACT 

Feature extraction and feature normalization is an important 

preprocessing technique, usually employed before 

classification. Feature normalization is a useful step to restrict 

the values of all features within predetermined ranges. 

However, appropriate choice of normalization technique and 

normalization range is an important issue, since, applying 

normalization on the input could change the structure of data 

and thereby affecting the outcome of multivariate analysis and 

calibration used in data mining and pattern recognition 

problems. This paper investigates and evaluates some popular 

feature normalization techniques and studies their impact on 

performance of classifier with application to breast tumor 

classification using ultrasound images. For evaluating the 

feature normalization techniques, back-propagation artificial 

neural network [BPANN] and support vector machine [SVM] 

classifier models are used.  Results show that that 

normalization of features has significant effect on the 

classification accuracy.  
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1. INTRODUCTION 
Data normalization is a preprocessing technique usually 

employed before feature selection and classification. Complex 

real time pattern recognition systems use features that are 

generated by many different feature extraction algorithms 

with different kinds of sources. These features may have 

different dynamic ranges. Popular distance measures, for 

example the Euclidean distance, implicitly assign more 

weighting to features with large ranges than those with small 

ranges. Feature normalization is thus required to 

approximately equalize ranges of the features and make them 

have approximately the same effect in the computation of 

similarity [1]. Further in complex real time pattern recognition 

problems with huge numbers of features with large dynamic 

ranges, normalization may improve the performance of 

classifier model. However, appropriate choice of 

normalization technique and normalization range is an 

important issue, since, applying normalization on the input 

could change the structure of data and thereby affecting the 

outcome of multivariate analysis and calibration used in data 

mining and pattern recognition problems. Some comparative 

studies of various normalization techniques for different 

applications are reported in [2-6]. There is no universally 

defined rule for normalizing datasets and thus the choice of a 

particular normalization rule is largely left to the discretion of 

the user [4]. In this study, the effectiveness of four popular 

normalization techniques in classifying breast tumors using 

ultrasound images is investigated using two different classifier 

models based on back-propagation artificial neural network 

[BPANN] and support vector machine [SVM]. Experiments 

were performed on MATLAB® software platform. The rest of 

the paper is organized as follows. Section 2 presents overview 

of popular normalization techniques investigated in this study. 

In section 3, methodology adopted is explained followed by 

results and discussions in section 4. Finally, conclusion and 

future scopes are presented in section 5.         

2. BRIEF OVERVIEW OF FEATURE 

NORMALIZATION TECHNIQUES 

Let ix and ix̂ denote the original and normalized feature 

value respectively and further it is assumed that the specific 

feature contain ‘N’ values. Various normalization techniques 

investigated in this study are: 

2.1 Z – Score Normalization 
A very common technique to normalize the features to zero 

mean and unit variance is Z- score normalization [6]. It is a 

linear technique in which, initially, mean ( x ) and standard 

deviation ( ) of the specific feature values are computed 

using: 
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The normalized feature is then given by: 
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2.2 Min – Max Normalization 
This  technique  performs  a linear transformation on the 

original   

data. For mapping a value, of an attribute ix  from range 

[min( ix ), max( ix )] to a new range  newnew xx max,min , the 

normalized feature is given by:  
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The advantage of Min-Max normalization is that it preserves 

the relationships among the original data values [7]. In this 

study newxmax  = 1 and newxmin  = -1 is used. 

2.3 Linear Scaling to Unit Range  
This is also a linear transformation technique to normalize 

data in range [0, 1]. Given a lower bound  )min( ix  and upper 

bound )max( ix of an attribute ix , the normalized value is 

given by: 

                              
)min()max(

)min(
ˆ

ii

ii
i

xx

xx
x




  (5) 

Linear scaling to unit range is special case of min-max 

normalization in which newxmax = 1 and newxmin = 0. 

2.4 Softmax Scaling 
In addition to linear scaling, non linear normalization 

techniques may be used in cases where data are not evenly 

distributed around the mean [8]. In such cases the 

transformations based on nonlinear (i.e., exponential, 

logarithmic, sigmoid etc.) functions can be used to map the 

data within specified intervals. One such popular technique is 

so called softmax scaling which squashes the data values 

nonlinearly in the interval [0, 1]. The normalized feature is 

given by:  
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where 
r

xx
y i  and r is a user defined parameter. It is noted 

in the above equation that for small values of y i.e., for values 

of ix closer to mean, y is an approximately linear function. 

Values away from mean are squashed exponentially. 

3. MATERIALS AND METHODS 

3.1 Application of Feature Normalization 
In this study, the application considered for evaluating the 

performance of feature normalization techniques is breast 

tumor classification using ultrasound images. Breast Cancer is 

the second leading cause for death of women due to cancer. In 

past few years, it is one of the major health issues, as its 

incidence is increased in recent years. Since, the causes of 

breast cancer are still unknown, its early detection plays key 

role in reducing death rates. Apart from early detection, 

accurate and reliable diagnosis in distinguishing benign and 

malignant tumor is extremely important to save human life. 

Computer aided diagnosis (CAD) has been evolved as a 

clinically proven tool to assist the physicians for detection and 

diagnosis of breast cancer. Feature extraction, feature 

normalization and classification are important step in CAD 

systems.   

3.2 Breast Ultrasound Dataset 
The dataset consisting of 178 cases, of which 88 benign and 

90 malignant cases are use in this study. The images obtained 

were first converted in to gray scale images possessing 256 

gray levels, frame count equal to one and 90 dpi horizontal 

and vertical resolution. Since some of the images acquired 

were of variable size, hence all the images were resized to 400

 400 (0.16 Mega pixels) before filtering. 

3.3 Preprocessing and Feature Extraction 
Breast ultrasound images suffer from intrinsic artifact called 

speckle resulting in low resolution, poor contrast and blurry 

edges. Diagnostic features such as cysts and masses may be 

small and ill-defined with respect to surrounding tissues due 

to presence of speckle noise.  A lot of despeckle methods have 

been developed by researchers. An extensive comparative 

study of state-of-art speckle reduction techniques is carried 

out in [9]. On the basis of results in [9], we employ a wavelet 

based despeckle filter due to its effectiveness in providing 

smoothening while preserving edges, boundaries and other 

sharp details. After speckle reduction, region of interest (ROI) 

was extracted manually under the guidance of expert 

Radiologist. This is illustrated in figure 1. After extracting 

ROI, total of 457 texture and shape features were extracted 

from breast ultrasound images. The extracted features are 

presented in table 1. The details of these features can be found 

in references mentioned therewith.  

3.4 Feature Normalization  
The features extracted were normalized using four 

normalization techniques discussed in section 2. To analyze 

the effectiveness of four normalization techniques i.e. z-score, 

min-max, linear scaling and softmax, the normalized features 

were applied as input to two different classifier models based 

on BPANN and SVM. This is illustrated in figure 2. The 

BPANN and SVM are the most popular and widely used 

classifier in pattern recognition and classification. In BPANN 

model, adaptive gradient descent learning algorithm was used 

due to its low storage requirements and assured convergence. 

The learning rate and performance goal were fixed at 0.01 and 

0 respectively while mean square error (MSE) was used as 

performance function. On the other hand, in SVM model 

linear kernel function was used in experiments. Further for 

both the classifier models 67% samples were used for training 

phase and 33% samples were used for testing phase. The 

classification accuracy of each classifier model was recorded. 

The classification accuracy is a useful performance measure 

used to evaluate the overall efficiency of classifier model. It is 

defined as: 

                100





FPTNFNTP

TNTP
Accuracy  (7) 

where TP, TN, FP, FN are true positive rate, true negative 

rate, false positive rate and false negative rate respectively. 

Accuracy is total percentage of test samples correctly 

classified by the classifier model. TP is the total number of 

correctly classified malignant samples, TN is the total number 

of correctly classified benign samples, FP is total number of 

benign samples wrongly classified as malignant samples and 

FN is total number of malignant samples wrongly classified as 

benign samples. In order to calculate TP, TN, FP and FN, 

confusion matrix is usually employed. All the experiments 

were performed in MATLAB®, version R2012a, software 

platform.   
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                              (a)                                                           (b)                                                          (c) 

Fig. 1: (a) Original noisy image (b) Wavelet filtered image (c) Cropped ROI  

Table 1. Summary of texture and shape features used in classification of breast tumor [10-23] 

Category     

of  

feature 

Number        

of 

features 

Name of features 

First order statistics 
8 

 

mean (m), variance (µ2) , standard deviation (σ), skewness (µ3), kurtosis (µ4), 

and measure of smoothness (R), measure of uniformity (U), and entropy (e) 

(F[1] to F[8]) 

Haralick texture 

features 

 

26 

Mean and range of following features were calculated: Angular second 

moment, contrast, correlation, sum of squares,  inverse difference moment, sum 

average, sum variance, sum entropy, entropy, difference variance, difference 

entropy, information measures of correlation-1 and  information measures of 

correlation-2 (F[9] to F[34]) 

Gray level difference 

statistics 
4 Contrast, angular second moment, entropy, and mean (F[35] to F[38]) 

Neighbourhood gray 

tone difference features 
5 

Coarseness, contrast, busyness, complexity, strength 

(F[39] to F[43]) 

Statistical feature 

matrix 
4 Coarseness, contrast, periodicity, roughness (F[44] to F[47]) 

Laws texture features 6 LL, EE, SS, LE, ES, LS (F[48] to F[53]) 

Fractal based texture 

features 
4 Hurst coefficient H(k) for k=1,2,3,4. (F[54] to F[57]) 

Spectral texture 

features 
379 

199 radial features (S(r)) (F[58] to F[256]) and 180 angular features (S(θ)) 

(F[257] to F[436]) 

Run length texture 11 
SRE, LRE, GLNU, RLNU, RPC, LGRE, HGRE, SRLGE, SRHGE, LRHGE, 

LRLGE (F[437] to F[447]) 

Regional features 3 Area, perimeter and perimeter^2 /area (F[448] to F[450]) 

Moment invariants 7 7 to 7  
(F[451] to F[457]) 

 

4. RESULTS AND DISCUSSIONS 
This section presents results of comparative analysis of 

various data normalization techniques discussed in section 2 

using the proposed approach. Table 2 shows the results of the 

two classifier models obtained with original and normalized 

features. It is observed that normalization of data has 

significant effect on the classification accuracy. 

Normalization may have positive as well as negative impact 

on classifier performance. The performance of normalization 

techniques is also illustrated in figure 3. The classification 

accuracy of BPANN and SVM are found to be 80.35% and 

76.89% respectively when original features are used. It is 

found that, for BPANN as well as SVM, the classification 

accuracy obtained with linearly scaled normalized data is 

highest i.e. 80.35% and 77.89% respectively. The 

performance of softmax normalization is close to that 

obtained by original data. The classification accuracy obtained 

with z-score and min-max normalized data is even less than 

that of original data. The z-score normalization achieves 

smallest classification accuracy of 55.2% using BPANN. This 

shows that normalization may have negative impact on 

classifiers performance. Based on the results of this study it is 

found that normalization using linear scaling outperformed 

other normalization techniques followed by softmax scaling. 

Furthermore, BPNN outperform SVM for most of the 

normalization techniques. Thus, linearly scaled normalized 

features would be best choice for application considered in 
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this paper. It is also found that BPANN outperform SVM for 

most of the normalization techniques.  

5. CONCLUSIONS 
Appropriate choice of normalization technique for equalizing 

the dynamic range of extracted features is of important 

concern in pattern recognition and computer aided diagnosis. 

In this paper,   four   popular   data    normalization    

techniques were evaluated using BPANN and SVM based 

classifier models. The effect of normalizing features on 

classifier’s performance for classifying malignant and benign 

tumors using breast ultrasound images is studied. In our 

application, linearly scaled features outperformed other 

normalization methods followed by softmax normalization. 

We conclude that, normalization method should be chosen 

carefully and on the basis of experiments, so as to avoid its 

negative influence on classifiers performance. Further it 

cannot be claimed that linear scaling normalization will be 

useful for every application. Researchers should select 

appropriate feature normalization technique based on their 

own discretion and quantifiable results.  

 

 

 

 

Fig. 2: Proposed approach for selection of appropriate normalization technique based on classifier performance 

Table 2. Classification accuracy of classifier models with original and normalized data set 

Classifier model Original data 
Normalization technique 

Z-score Min-max Linear scaling Softmax 

BPANN 80.35% 55.2% 72.4% 80.35% 80% 

SVM 76.89% 75.9% 73.1% 77.89% 76.8% 
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Fig. 3: Comparison of different normalization techniques based on classifier performance 
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