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ABSTRACT 

Skin is the largest organ in our body. Cancer is a group of 

diseases characterized by uncontrolled growth and spread of 

abnormal cells. If the abnormal cell is not controlled, it can 

result in death. There are two types of skin cancer: malignant 

melanoma of the skin, and non-melanoma skin cancer 

(NMSC). Malignant melanoma is the less common but most 

serious type of skin cancer. In this paper survey how to detect 

skin cancer in efficient manner and his detail what kind of 

skin cancer it is.??   

General Terms 

Classification, image microscopy, image mining, intelligent 

planning, skin cancer, GLCM (Gray Level Co-occurrence 

matrix) 

1. INTRODUCTION 
Malignant melanoma, the most aggressive form of skin 

cancer, is one of the most dangerous  increasing cancers in the 

world, with an estimated 76,690 people being diagnosed with 

melanoma and 9480 people dying of melanoma in the United 

States in 2013 [1]. Many dermatologists [2, 3] use clinical 

ABCD which means Asymmetry, Border, Color, Differential 

structures; Menzies’method; 7- point checklist and pattern 

analysis methods to diagnose and classify the lesions. In 

particular, it is very difficult to distinguish among lesions and 

even experienced dermatologists [4] have a diagnostic 

accuracy below 85%. 

Due to the increase in incidence rates, it is costly for 

dermatologists to manually screen every patient for 

melanoma. Therefore, there is a need for a system to 

automatically assess the risk of melanoma from photographs 

of a patient’s skin lesion. Early work on automated systems to 

assess the risk of melanoma used dermoscopy images [5]–[6]. 

The photographs are segmented to identify the lesion area, 

features are extracted from the lesion, and the lesion is 

classified in terms of risk of melanoma. The problem is that 

illumination from skin surface reflectance impacts all three of 

those steps.  

For example, in Fig.1, illumination changes across the 

photographs horizontally or vertically. As a result, healthy 

skin areas obstructed by shadows appear similar in color as 

the skin lesion, which results in misclassification of those 

areas. Illumination correction is an important preprocessing 

step for skin lesion photographs prior to segmentation and 

classification algorithms. Many illumination correction 

algorithms exist, but they are not designed specifically for 

skin lesion photographs. Common algorithms correct for 

illumination based on histogram equalization or the 

illumination–reflectance model. Histogram equalization 

adjusts the distribution of pixel intensities and minimizes 

illumination variation on a global scale. 

 

Fig 1: Examples of illumination variation in skin lesion 

images. In image (a), the illumination variation changes 

horizontally, while in image (b), it changes vertically. [7] 

2. METHODS     AND     TECHNIQUES IN 

VARIOUS    STEPS    OF    SKIN    CANCER 
                                         Image of skin cancer lesion 
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Final diagnosis 

Fig 2: Overall workflow of the automatic system for 

melanoma screening [17] 

Multistage Illumination Modeling (MSIM) Algorithm: 

 MSIM has three stages first, an initial estimate of map is 

determined using a nonparametric modeling approach based 

on Monte Carlo sampling. Second, the final estimated 

illumination map is found using parametric modeling, using 

the nonparametric map as a prior. Finally, the illumination 

variation is removed. The proposed MSIM algorithm extends 

significantly upon the preliminary results that were presented 
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in [8] through the introduction of an accelerated 

nonparametric modeling framework in the first stage, and a 

robust parametric modeling framework in the second stage for 

improved illumination estimation.  

It is necessary to derive the underlying illumination model in 

the skin lesion photographs. In order to derive this model, 

assumptions are made about the photographs. It is assumed 

that the photograph is taken in a controlled environment in a 

doctor’s office using a standard camera. The lesion in the 

photograph is assumed to be illuminated from a single source 

of white light. Due to these assumptions, only the V (value) 

channel from the HSV color space [9] is used for illumination 

correction. The other channels, hue and saturation, are not 

corrected because the light source is only white light. 

Furthermore, the skin lesion is found in the center of the 

photograph. 

 

Fig 3: Methodology to calculate (a) original photograph of 

a skin lesion; (b) segmentation map; (c) pixels black in 

color are not classified as normal skin;(d) initial 

illumination map estimated via nonparametric modeling 

using Monte Carlo sampling; (e) final illumination map 

determined by using (d) as a prior to the parametric 

surface model; (f) photograph corrected for illumination 

variation using the MSIM algorithm.[26 ] 

3. IMAGE SEGMENTATION 
Segmentation refers to the partitioning of an image into 

disjoint regions that are homogeneous with respect to a 

chosen property such as luminance, color, texture, etc. [10]. 

Segmentation methods can be roughly classified into the 

following categories: 

 Histogram thresholding 

 Clustering 

 Edge-based 

 Region-based 

 Soft computing  

Most segmentation algorithms for dermatological or 

photographs images use color information, either a single 

channel or three color channels, to find the lesion. Another 

approach to find skin lesions is to incorporate textural 

information, because normal skin and effected skin have 

different textures. Textures include smoothness, roughness, or 

the presence of bumps or other deformations and are visible 

by variation in pixel intensities in an area [11]. 

 

Fig 3: (a) Typical input image. (b)Erroneous segmentation 

results (red contour) caused by uneven background 

illumination. [27] 

Segmentation algorithm based on texture distinctiveness (TD) 

to locate skin lesions in photographs. TD algorithm is referred 

to as the TD lesion segmentation (TDLS) algorithm. The main 

purposes are the introduction of a joint statistical TD metric 

and a texture-based region classification algorithm. TD 

captures the dissimilarity between learned representative 

texture distributions. A TD metric is calculated to measure the 

dissimilarity of a texture distribution from all other texture 

distributions. Second, the TD metric is used to classify 

regions in the image as part of the skin class or lesion class. 

Sparse texture algorithms use sparse texture models for 

segmentation or classification of images with different texture 

and patterns. Sparse texture models find a small number of 

texture representations, such as texture patterns, to 

characterize an entire image [12]. 

               

Fig 4: Algorithm flowchart displaying the steps to learn the representative texture distributions and calculate the TD metric 

[28] 

4. FEATURE EXTRACTION 
We extract a set of image features between benign and 

malignant skin lesions by using ABCD rule [18]. 

 Asymmetry 

 Border 

 Color 

 Differential Structures 

Texture Feature Extraction using GLCM 
Texture features of skin cancer images are used to check the 

accuracy and efficiency of our proposed approach. The 

following features are extracted from GLCM: autocorrelation, 

Contrast, Energy, Entropy, homogeneity [19].Among 

multiscale feature extraction algorithms, the most popular are 

discrete wavelet transform (DWT) [20, 21], Gabor wavelets 
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(GWs) [22], local binary pattern (LBP) [23], and the Steerablc 

pyramid transform (SPT) [24, 25]. These approaches have 

been shown to be very useful in capturing texture 

characteristics with high discriminatory power. 

5. CLASSIFICATION 
After extracting the set of features next step is classification. 

Boosting algorithms [29] are a set of nonparametric meta- 

learning algorithms, provide optimal classification results. 

The advantages of using adaptive boosting (AdaBoost) 

algorithm over other machine learning algorithm are its 

computational efficiency, better robustness and no 

regressions. In medical image analysis SVM classifiers have 

been widely used, but as AdaBoost can choose good 

informative features from potentially very large feature data 

sets [30]. However the major problem of boosting is that, it 

does not provide multiple class- label outputs with max-

margin without class-correlation. Now a day boosting 

algorithms are extended to multi-class outputs, which are 

based on AdaBoost.MH [31]. 

6. CONCLUSION 
In this paper, the basic concepts of skin cancer have been 

discussed. Then, a survey of different methods and techniques 

for detection of skin lesions has been done in this paper. For 

personal identification system, skin lesions recognition used 

enormous algorithms for extraction and classification 

purposes. It can be easily concluded that the proposed system 

of skin cancer is very useful for detection of skin cancers of 

multiple classes with a good accuracy. 
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