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ABSTRACT 

Hyper spectral and multi spectral image analysis is the 

commonly used technique for land use and land cover 

classification. Effective use of the land cover can play a vital 

role in the development of country. Multi spectral satellites 

use passive sensor, hence the only source of energy involved 

in the acquisition of satellite imagery is the reflectance of the 

sun. In order to investigate the role of individual bands of the 

Visible and infra-red region in the recognition of land covers 

such as vegetation, non-vegetation, settlements and barren 

land an extensive research has been carried out. 

This paper is focused in the dissection and contribution of 

individual component (band) of SPOT-5 imagery for land 

cover analysis as well. In this article extensive 

experimentation has been carried out which reveals the effect 

of individual and combine bands in the recognition of land 

cover. Classifications of various bands were done using 

supervised machine learning classification, random forest 

classifier has been used for classification purpose.   
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1. INTRODUCTION 
In remote sensing analysis, the primary source of obtaining 

the imagery is satellite. The sensors in the satellite are 

responsible for the conversion of sunlight energy into pixels. 

Based on the sensor features sensors are either multi spectral 

or hyper spectral. Multi spectral sensors has multiple bands 

while hyper spectral has more than hundred bands and are 

thus hyper spectral sensors are more powerful from 

multispectral with the capability of storing more information 

regarding the geography of a surface.  

To make use of the satellite imagery commonly machine 

learning techniques are used. Common approaches followed 

are pixel and object based classification of the imagery. In 

object based classification approach, the given image is 

divided into small object called patches, based on patches 

training set is created for classifier learning while in pixel 

based approach the underlying pixels of the image is 

considered as features, these features are processed for the 

detection of area of interest. Various methods has been 

adopted for the classification of land covers, in literature the 

state of art classifier used for land cover analysis, change 

detection and land use analysis are SVM, ANN, MLE and 

Random forest. Maximum likelihood classifier is from the 

parametric set of classifiers which use the prior information 

about the event. Based on these prior probabilities the 

probability of an event for all the classes are calculated, the 

most probable class for the event is the one having the 

maximum probability. The performance of maximum 

likelihood compared with the distance based classifier such as 

Minimum distance and Mahalanobis distance, which showed 

that maximum likelihood has the high recognition compared 

to the other classifiers, the comparison was carried out on raw 

Landsat thematic Mapper imagery having resolution of 90m 

[1]. For pixel based classification such as change analysis, 

land cover classification is mostly suited [3-6]. The strength 

of MLE has also been investigated in the use of thematic data 

[2].  MLE uses the probability distribution based on which the 

incoming pixel is classified and hence this technique fails to 

discriminate between pixels having the same spectral 

signatures compared to non-parametric classifier such as 

ANN [7]. A neural network consists of input, output and 

hidden layer. The input layer of the neural network consist of 

raw data which is presented in the form of vectors, the hidden 

layer contains the kernels or activation function which maps 

the input to the output layer. The strength of ANN has 

influenced the process of classification of both hyper spectral 

and multi-spectral satellite imagery compared to other 

parametric approaches [8-12]. Beside ANN and MLE SVM is 

also used for land cover classification. On low resolution 

satellite imagery SVM has outperformed MLE and ANN [13]. 

SVM crates an optimal decision boundary for the classes, 

originally the SVM were used for binary classification. Today 

SVM has various nonlinear kernels such as Basis function 

(RBF), Polynomial and sigmoid [14]. For pixel based 

classification of satellite imagery parametric and non-

parametric classifier has been used [15]. Based SVM and 

ANN, Random forest is also used for land cover analysis in 

the recent studies [18]. A random forest is a tree based 

classifier or more specifically random forest is an ensemble 

classifier which combines more than one tree using 

bootstrapping and bagging approaches to make a random 

forest. More detail about random forest can be found in [17]. 

The comparison between parametric random forest and non-

parametric MLE shows that random forest has the high 

accuracy on high resolution imagery [18]. The random forest 

based approach has also been applied to the high resolution 

Landsat Imagery and has shown better results [19]. For 

agricultural change detection the use of Normalized difference 

vegetation Index (NDVI) has been advocated. NDVI uses 

vegetation indexes which are helpful in determining the 

change in the agriculture. In [16], the author has demonstrated 

the role of vegetation indexes to locate the land use and land 

cover changes over a period of time.  

In this paper, we have illustrated the role of individual band of 

the multi-spectral satellite imagery on land use classification 

detection and classification. The experimentation setup was 

carried out on SPOT-5 satellite imagery which consist of Four 

bands namely Green, Red, Near infra-red and Short Wave 

Infra-red. The high resolution dataset were classifier using 10 
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Fold cross validation. For the purpose of classification we 

have used the random forest based approach which has shown 

better accuracy for high resolution imagery from the state of 

the art.  

2. DATASET DESCRIPTION 
The dataset we have used in this experiment is obtained from 

SPOT-5 satellite. SPOT-5 consist of four individual bands 

each having resolution of 2.5m. These Four bands are Green, 

Red, near infra-red and Short wave infra-red. Samples from 

each band of the imagery are collected as shown in Figure-1. 

From Figure-1 we see that our ROI’s consists of six classes. 

Water bodies consist of lakes, rivers, channels and used water. 

The deserts contain the land which is not in use especially, for 

the agricultural purpose. Other vegetation category consists of 

fruits such as leeches, peaches and persimmons. Settlement 

contains the land which is used in homes, buildings, hospital 

and schools etc. The other two categories consist of Tobacco 

and Sugar crop. A total of 16625 instances were used which is 

distributed as shown below in Figure 1.   

 

Figure-1: Pixel distribution for ROI’s 

3. METHODOLOGY 
Our approach of investigating the individual band spectral 

reflectance toward a particular land cover is based on machine 

learning approach. The spectral reflectance of a band shows 

how much information particular components carry about the 

ROI. In this extensive study we have indicated the individual 

role of each component and also there combine efforts in the 

recognition of Land covers. Our experimental setup comprises 

of SPOT-5 dataset which contains of four bands. I.e. Green, 

Red, NIR and SWIR as discussed before. Individual and 

combine effect of the each band were investigated using 

random forest classifier.  

We have selected the random forest approach based on overall 

good performance in our test analysis. The Random forest 

combines decision trees. A random forest contains more than 

two trees; the upper limit can be set by the user. Random 

forest learning occurs when a random vector is produced 

equal to the size of the number of trees. Using these vectors, 

the trees are trained [18]. Random vectors are distributed in 

such a way that they are independent of each other. To 

classify the incoming pixel into a class, a voting amongst the 

trees is done. Let suppose, a random vector 𝜃𝑛  having size of 

n, where 𝜃𝑛 = { 𝜃1 , 𝜃2 …… . . 𝜃𝑛} [18] and tree ensembles 

ℎ𝑘(𝑥)= {ℎ1(𝑥), ℎ2(𝑥)……… ℎ𝑘(𝑥) } [18]. After training the 

classifiers on the random vector, we obtain h(x,𝜃𝑛 ). Here we 

can see that each random vector is used to classify the input 

pixels, after classifying the pixels, a voting amongst the tree is 

done to select the most favorable class. Class having the 

highest vote for a pixel is assigned to that class. In our 

experiment, we have used ten trees with a seed of 1 having 

depth of 0.Using the random forest classifier we have 

measured the Precision recall and F-score of the spectral 

features in the representation of ROI.  

4. RESULTS AND DISCUSSION 
For independent band role analysis we have used multi-

spectral imagery, details about the imagery is provided in 

dataset details section. The experimental setup was performed 

using 10 Fold cross validation paradigm on the six classes of 

dataset as shown in Figure 1. The random forest classifier was 

selected due to its over-all good performance on this dataset. 

For the performance evaluation of the different possibilities, 

we use F-score (in percentage) which equates to an average of 

precision and recall. Table 1 shows the F-score computed for 

the individual bands i.e. Green, Red, NIR and SWIR for all of 

the six classes. From Table-1 we noticed that the highest F-

score of 56 has been observed for Water bodies in the NIR, 

while lowest F-score of 7 in observed in the SWIR. Deserts 

are best visible in the SWIR band while Red and NIR infra-

red band relative low visibility. SWIR has the best F-score in 

the detection of sparse vegetation and settled areas as shown 

in Table-1. Tobacco is best represented in the NIR while 

sugar cane has spectral reflection in the Red band having F-

score of 74. 

Table-1: F-measure (in percent) for six classes 

 Green Red NIR SWIR 

Water Bodies 54 52 56 07 

Deserts  32 28 28 35 

Other Veg. 53 51 48 80 

Tobacco Crop 32 42 44 18 

Settlement 46 64 60 80 

Sugar Crop 24 74 69 60 

The results in Table 1 show that individual band cannot 

accurately represent the different land covers although it helps 

in investigating the visible and infra-red bands for the 

representation of Vegetation, Non vegetation and urban areas.   

For more analysis, we proceed by merging different bands as 

shown in Table 2. The merging of the two bands emerges as 

different combination pairs. From the Table 2, the highest F-

score reported for Water is 85, obtained by the combination of 

NIR and SWIR and the lowest of 67 by Green with the SWIR. 

For deserts, the highest f-score of 89 is reported for R and 

SWIR and the lowest of 49 for R and NIR. For other 

vegetation, the fusion of NIR and SWIR shows the highest f-

score of 78, while G+NIR, G+NIR and R+NIR pairs show 

considerably low f-score of 66. Sugar cane has relatively low 

detection in the fusion of R and NIR pair. Tobacco has highest 

F-score of 83 in the Green and SWIR while having low 

detection in the Red and SWIR region. The settlement class is 

more prominent in the visible spectrum i.e. Red and Green 

while having poor detection in the Green and NIR region.  
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Table 2: The table show the F-score (in percent) measured 

for the fusion of two bands for each class 
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G+R 77 73 66 66 80 89 

G+NIR 73 69 66 66 75 79 

G+SWIR 67 70 67 65 83 82 

R+NIR 83 49 66 54 81 88 

R+SWIR 77 89 74 56 74 80 

NIR+SWI

R 

85 86 78 56 76 85 

From Table-2 we have measured F-score greater than 80 for 

more than two cases. By combining more than 2 bands better 

analysis about the spectral reflectance can be achieved. For 

this purposed we studied the combining effect of three and 

four bands. 

 Table 3 compares three bands vs. four bands. We represent 

the fusion of four bands as the benchmark for the comparison. 

From the Table 3, the highest F-measure (last row in Table 3) 

for each of these categories is observed in the combination of 

visible and infra-red bands as a pair R+G+NIR+SWIR. For 

the three pairs, the water have the 2nd highest F-score of 88 in 

the Red, NIR and SWIR pair, while, visible and NIR shows 

the lowest detection of 85. The combination of Green, red and 

NIR shows the lowest prediction for all the classes except 

settled areas as shown in bold italic (first row) in Table 3.  

Table 3: F-score (in percent) achieved by the random 

forest classifier with the fusion of three and four bands for 

land use analysis 
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G+R+NIR 85 79 76 69 86 91 

G+NIR+SWIR 88 89 83 77 90 92 

G+R+SWIR 87 89 79 74 87 93 

R+NIR+SWIR 88 89 82 71 88 90 

R+G+NIR+SW

IR 

90 91 84 78 91 93 

 

For Deserts, the f-score reported for all the possible 

combinations is almost the same with a slight variation. The 

Vegetation class has highest detection in the Green, NIR and 

SWIR. Similarly, the sugarcane and tobacco follows the same 

trend. Settlements, has strong detection performance in the 

Green, Red and SWIR. 

Based on the extensive experimentation, we deduce that the 

addition of extra bands helps in building a robust detection 

model and that land cover is best represented by the 

combination of visible and infra-red bands: Green, Red, NIR 

and SWIR.  

For further elaboration, we show combined F-score of all the 

classes for using the three and four bands as shown in Figure- 

2. From Figure 2, we note that the combination of Green, NIR 

and SWIR results in overall F-score of 86, this is 2% less 

compared to the combination of Red, Green, NIR and SWIR 

which is 88 %. This reveals that only 2% information is 

presented in Red band. The combination of Green, Red and 

NIR has the lowest f-measure of 83%. Other band 

combination such as Green, Red and SWIR performed better 

compared to G+R + NIR. 

 

Figure 2: the combined F-score for the all the classes using 

three and four bands pairs. 

Based on the results obtained in table 1,2 and 3 we are able to 

deduce the role of each independent bands for land cover 

classification. From Figure-2 we can deduce that only 2 

percent distinct information is carried in the Red band. The 

visible region i.e. red and green band is best suited for the 

recognition of settled areas, while for water bodies’ best 

analysis is done in the infra-red regions. In our experiment we 

have used three categories for vegetation i.e. Tobacco crop 

which is best viewed in the Green and infra-red regions and 

very little information is stored in the red band. Sparse 

vegetation and sugar cane is best represented in the infra-red 

and green region. in short we have concluded that infra-red 

region is favored for the detection of vegetation and non-

vegetation land covers while visible regions provides very 

little information about these categories. 

5. CONCLUSION 
In this article, based on independent and fusion of bands, we 

have analyzed the visible and infra-red bands of the 

Electromagnetic spectrum for the analysis of Water bodies, 

Deserts, Tobacco, sugar cane, other vegetation and 

settlements. We have shown that the Electromagnetic 

spectrum can be best utilized for land use analysis by 

combining the visible and infra-red spectrum. We have further 

shown that the infra-red spectrum is best suited for the 
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detection of vegetation and non-vegetation areas while the 

visible spectrum carries less information and has only good 

detection in the classification of settled areas. The red band in 

the spectrum provides only 2% information of the visible and 

infra-red region and hence cannot differentiate between 

different spectral signatures. 
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