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ABSTRACT 

Breast cancer is one of the most prevalent cancers diagnosed 

among the middle aged women. The rate of curacy depends 

on how well and early the tumor has been detected. One of the 

most effective methods of breast tumor segmentation is by 

using x-ray mammography. The accuracy of the results varies 

with the experience of the radiologists and the quality of the 

mammograms. In order to overcome these drawbacks a 

computer aided system has been developed that can accurately 

identify, position and segment the tumor.  

General Terms 

Tumor, Segmentation, Computer-aided. 

Keywords 
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1. INTRODUCTION 
Breast cancer is one of the most frequently diagnosed forms 

of cancer in women. Image segmentation is a fundamental 

issue in biomedical imaging area. The system aims at studying 

and comparing segmentation algorithms, based on standard 

parameters like efficiency and area.  

Our objective is to develop a system incorporating image 

processing, and computer vision techniques for enhancement, 

segmentation of breast tumors. Our study aims at enhancing 

the current accuracy (diagnostic) of digital mammograms 

using industry standard simulation software tool, MATLAB 

and the online dataset. These techniques involve pre-

processing of digital mammograms by resizing them and then 

apply the proposed algorithms for segmentation. Computer-

aided breast tumor segmentation system can be used by 

radiologists and health-care specialists. The system is 

expected to improve the efficiency of breast cancer screening, 

and possibly reduce health care costs by decreasing the need 

for follow-up procedures such as biopsy. Several processing 

steps are required for the accurate characterization and 

analysis of biomedical image data. In our system, we have 

implemented four algorithms and have made a brief 

comparison about the working and efficiency of these 

algorithms based on parameters like area, segmentation 

accuracy, mean absolute error, etc. The algorithms are Global 

Thresholding, Linde-Buzo-Gray algorithm, Kekre’s 

Proportionate Error algorithm and Kmeans Clustering. All 

except Global Thresholding algorithm are based on concepts 

of Vector Quantization. The algorithms are explained in detail 

and comparison is performed. 

2. PROPOSED SYSTEM 

2.1 Global Thresholding 
Thresholding is the simplest method of image segmentation. 

From a gray scale image, thresholding can be used to 

create binary images. The simplest property that pixels in a 

region can share is intensity. So, a natural way to segment 

such regions is through thresholding, the separation of light 

and dark regions. Thresholding creates binary images from 

grey-level ones by turning all pixels below some threshold to 

zero and all pixels about that threshold to one. 

The Algorithm for Global Thresholding is as follows:  

Step1: The input image is first selected from the database. 

Step2:  Read the selected image. 

Step3: Resize the file to 256*256 size  

Step4: Convert original image to Gray Scale image. 

Step5: Plot the histogram of this image and select threshold 

value. 

Step6: Perform erosion and dilation on the obtained image. 

Step7:   Perform superimposition of images. 

Step8:  Obtain the desired tumor region as output. 

2.2 LBG Algorithm [3] 
Image vector quantization (VQ) includes four stages: vector 

formation, Training set selection, codebook generation and 

quantization. We first divide the input image into set of 

vectors. Later subset of vectors in the set is chosen as a 

training sequence. The codebook of codewords is obtained by 

an iterative clustering algorithm.  

In 1980, Linde et al. proposed a Generalized Lloyd Algorithm 

(GLA) which is also called Linde-Buzo-Gary (LBG) 

algorithm. A mapping function to partition training vectors 

into N clusters. The mapping function is defined as Rk→ CB. 

Let X = (x1, x2, . . . , xk) be a training vector and d(X; Y) be the 

Euclidean distance between any two vectors.  

The iteration for a codebook generation is given as follows: 
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Step1: Read the image, convert it into grayscale and resize 

image to 256*256. 

Step 2: Generate an initial codebook CB0 using mean. 

Step 3: i = 0. 

Step 4: Perform the following process for each training 

vector. 

Compute the Euclidean distances between the training vector 

and the code words in CBi. The Euclidean distance is defined 

as 

  

 

Equation 1[3] 

• Search the nearest code word among CBi. 

Step 5: Partition the codebook into N cells. 

Step 6: Compute the mean of each cell to obtain the new 

codebook CBi+1. 

Step 7: i = i + 1 and go to Step 4. 

Repeat till the codebook of desired size is obtained. 

2.3 KPE Algorithm [1] 
Kekre’s Proportionate Error algorithm is also based on Vector 

quantization method. 

This algorithm is same as the LBG algorithm, just in place of 

adding a constant error, we are adding proportionate error. 

2.4 K-means Clustering [8] 
K-means clustering is a simple way to classify the data set 

into clusters on the basis of some pre-defined criteria.  

Step 1: There are K clusters with at least one item in each 

cluster. 

Step 2: The choice for the centroid of the clusters is done 

randomly.  

Step 3: The distance calculation is done between the centroids 

and the pixels of the image. Clusters are formed based on 

minimum distance. 

Step 4: Now the centroid of all the pixels in any cluster is 

calculated which will give us a new centroid and this process 

of clustering is repeated till we obtain a constant centroid or 

constant data set of a cluster. 

3. EXPERIMENTAL RESULTS: 
We have implemented these algorithms for 20 mammogram 

images and the screenshots for one of the tumor mammogram 

is shown below. The algorithm is tested for efficiency on 

basis of parameters like Area, Entropy, Segmentation 

Accuracy, Peak Signal to Noise Ratio and Mean Absolute 

Error. 

 

Figure 1: Global Thresholding 

 

Figure 2: LBG Algorithm 

 

 

Figure 3: KPE Algorithm 

 

 

Figure 4: KMeans Algorithm 

 

 
d(X,C)=  (𝑥𝑡 − 𝑐𝑡 )

2𝑘
𝑡=1  
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Figure 5: Efficiency Parameters 

 

Figure 6: Area 

 

Figure 7: Entropy 

 

Figure 8: Peak Signal to Noise Ratio 

 

Figure 9: Mean Absolute Error 

 

Figure 10: Segmentation Accuracy 

Table 1: Comparison of Algorithms [5] 

Sr

. 

N

o. 
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Global 
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ding 

LBG KPE KMeans 

1. Human 

Interven

tion 

Yes. To 

enter the 

threshold 
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No 
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No 
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No 
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2. Area Poor 
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Better 
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n than 
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Best 
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on 
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informati

on 
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Better 

informat

ion 

retrieved 

Better 

informat

ion 

retrieved 
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informat
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retrieve

d 
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to Noise 

Ratio 

Segment

ed image 
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quality 

Segment

ed 

image is 

of better 

quality 

Segment

ed 

image is 

of better 

quality 

Segmen

ted 

image is 

of good 

quality 

5. Mean 

Absolut

e Error 

Higher 

value, so 

poor 

quality 

of image 

Better 

quality 

of the 

image 

Better 

quality 

of the 

image 

Good 

quality 

of the 

image 

4. CONCLUSION 
The four algorithms, Global Thresholding, LBG, KPE and 

KMeans Clustering were successfully implemented using 

MATLAB 13.0. These algorithms were tested on 20 digital 

mammogram images. It is observed that the results obtained 

by KPE algorithm are more accurate as compared to other 

three algorithms. Segmentation of breast tumors from the 

mammogram images using KPE is much faster than the LBG 

method. So it can be concluded that the KPE algorithm is a 

better segmentation algorithm for breast tumors. The 

segmented tumor can be useful for further procedures 

including biopsy. This segmented tumor can be used further 

for classification of cancerous tumors, whether malignant or 

benign.  
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