
International Journal of Computer Applications (0975 – 8887)  

Volume 114 – No. 9, March 2015 

32 

Random Walk-based Recommendation with Restart 

using Social Information and Bayesian Transition 

Matrices 

Suchit Pongnumkul 
TMI, School of Engineering,  

The University of Tokyo 
7-3-1 Hongo, Bunkyo-ku, Tokyo, Japan 

Kazuyuki Motohashi 
TMI, School of Engineering,  

The University of Tokyo 
7-3-1 Hongo, Bunkyo-ku, Tokyo, Japan 

 

ABSTRACT 

A recommendation system is an information retrieval system 

that employs user, product, and other related information to 

infer relationships among data to offer product 

recommendations. The basic assumption is that friends or 

users with similar behavior will have similar interests. The 

large number of products available today makes it impossible 

for any user to explore all of them and increases the 

importance of recommendation systems. However, a 

recommendation system normally requires comprehensive 

data relating users and products. Insufficiently comprehensive 

data creates difficulties for creating good recommendations. 

Recommendation systems for incomplete data have become 

an active research area. One approach to solve this problem is 

to use random walk with restart (RWR), which significantly 

reduces the quantity of data required and has been shown to 

outperform collaborative filtering, the currently popular 

approach. This study explores how to increase the efficiency 

of the RWR approach. We replace transition matrices that use 

information regarding relationships between user, usage, and 

tags with transition matrices that use Bayesian probabilities, 

and we compare the efficiency of the two approaches using 

mean average precision. An experiment was conducted using 

music information data from last.fm. The result shows that 

our approach provides better recommendations.  
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1. INTRODUCTION 
Exponential increases in available information emphasize the 

importance of information filtering systems. As stated by 

Chris Anderson, “The secret to creating a thriving Long Tail 

business can be summarized in two imperatives: (1) Make 

everything available. (2) Help me find it.” [1]. The success of 

any online service lies in helping users find what they are 

interested in, even before they realize that they are interested 

in it. Recommendation systems help online service providers 

offer personalized product suggestions by predicting user 

responses to items they have not yet considered.  

Traditional recommendation systems achieve this goal by 

using either content-based filtering (CBF), which analyzes 

product characteristics, or collaborative filtering (CF), which 

analyzes user behaviors. However, the popularity of social 

networking has prompted researchers to use the concept of 

friendship and social information to increase recommendation 

accuracy. Konstas et al. [2] showed that a generic framework 

of random walk with restart (RWR) that includes social 

annotation (tags) and friendship established among users 

outperforms the currently popular CF approach. While social 

annotations and friendship data capture some information 

regarding how a user is related to a product, it does not 

provide a straightforward probability. The authors 

hypothesize that this relationship is captured more effectively 

using Bayesian probability. In this study, we extend the work 

of Konstas et al. [2] using Bayesian probability in RWR’s 

transition matrices to increase recommendation accuracy.  

We evaluated our modified model against the method 

proposed by Konstas et al. [2] on a data set collected from 

last.fm, an online music recommendation service. The dataset 

includes user, friendship, artist, and usage data. The modified 

model achieved better recommendation accuracy, particularly 

with limited data (80% of data removed). The contributions of 

this study include the following: 

 We evaluatedd the use of Bayesian probability in RWR 

transition matrices and found that it outperforms the 

original RWR model. 

 We changedd from track to artist recommendations. 

 We found that changes in parameters (alpha ) have little 

effect on recommendation accuracies. 

The rest of this paper is organized as follows. Section 2 

reviews previous related work. Section 3 describes the 

proposed method. The experiments, including how we 

collected data from last.fm, are explained in Section 4. We 

discuss the implications of our study and draw conclusions in 

Section 5 and Section 6, respectively.  

2. RELATED WORK 

2.1 Information Retrieval 
Information retrieval (IR) is the finding of information that is 

relevant and satisfies an information need from a normally 

unstructured and large collection of information resources. As 

collection of information resources is big, people have 

difficulties in navigating within the collection manually. Such 

difficulties are called information reload, and automated 

information retrieval systems help reduce the difficulties [3]. 

The two most frequent and basic measures for information 

retrieval effectiveness are precision and recall [4]. Precision 
(P) is the percentage of retrieved information that are relevant 

and recall (R) is the percentage of relevant information that 

are retrieved, as calculated by formula (1) and (2).  

items) (retrieved#

retrieved) items(relevant #
 Precision 

               (1) 

items)(relevant #

retrieved) items(relevant #
  Recall 

                (2) 
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The standard measure in the Text Retrieval Conference 

(TREC http://trec.nist.gov/) community is the mean average 

precision (MAP), which provides a single-figure quality 

measure, across recall levels. In particular, among available 

evaluation measures, MAP has been shown to have effective 

discrimination and stability [5]. 

For each information query, the average precision (AP) is 

calculated by averaging the precision value of a set of 

documents after each relevant document is retrieved. MAP is 

the average AP for all queries for all the related documents. 

In other words, if the set of relevant documents for an 

information need "" 𝑞𝑗 ϵ 𝑄 is d
1

, … , d
m
i

, and Rjk is the set of 

ranked retrieval results from the top result until you arrive at 

document d
k

, then 
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1

Q

1

m
j

Precision(R
jk
)

k=1

m
j

å
j=1

Q

å
  (3) 

2.2 Recommendation Systems 
Recommendation systems, sometimes also called 

“recommender systems,” are an extensive class of Web 

applications that involve predicting user responses to options 

[6]. 

There has been substantial research on this topic showing that 

a recommendation system can help users with information 

retrieval ([7], [8], [9], [10], [11], [12]). 

Such systems typically use one of three approaches. 

1. CF [13]: This method employs user behavior 

information, such as ratings or usage of an item, to find 

similar users and try to predict a missing usage or rating. 

There have been many studies using systems with this 

approach. As examples,  

 Cho et al. [14] use data mining and decision trees 

on web usage, while 

 Kim et al. [15] create groups of people who have 

similar activities with items. 

2. CBF: This method uses item similarities and 

recommends the item closest to the items used by a 

target user. As examples, 

 Baraglia and Silvestri [16] cluster the contents and 

use the results for recommendation, while 

 Han et al. [17] introduce an algorithm based on 

rules created from combinations of items selected 

together. 

3. Hybrid recommendation systems [18]: This approach 

uses information regarding both users and items.  

Recent rapid social network growth has created interest in 

using social information in recommendation systems. Studies 

have shown that people on the same network or having 

friendship relations share similarities ([19], [20], [21]). This 

shows that social information can be used to suggest 

directions for finding recommendations based on relationship 

and item usage information. 

Tagging, in which user-generated keywords are attached to 

online contents, is also used in recommendation systems, for 

example, to identify items to be retrieved in the future ([22], 

[23], [24], [25], [26]). Studies have shown a relationship 

between friendship and tagging, or social bookmarks ([27], 

[28]). 

A tagging system (folksonomy) model is often characterized 

by a tripartite graph with hyperedges. The three disjoint, finite 

sets of such a graph correspond to  

1. a set of persons or users u ϵ U 

2. a set of resources or objects o ϵ O and  

3. a set of annotations or tags t ϵ T  

which are used by users U to annotate objects O. A very 

general model of folksonomies is defined by a set of 

annotations 𝐹   𝑈 ×  𝑇 ×  𝑂 ([29], [30], [31], [32]). 

Studies have shown that tags can be used as inputs to a 

recommendation system ([33], [34], [35], [36]). 

However, since a recommendation system uses information as 

input, a system cannot provide suitable recommendations, 

when there is insufficient or sparse data.  

Huang et al. [37] created social item-and-user graphs and used 

graph analysis on this problem. 

2.3 RWR 
Random walk, a series of random variables [38], was first 

introduced by Karl Pearson in 1905 [39] and has been used in 

many fields. GoogleTM’s well-known PageRank is based on 

random walk [40].  

Random walk on graphs is a series of random variables Xi 

where Xi is a connected vertex selection for each node of each 

step ([41], [42], [43]).  

RWR is the random walk that has probability α of jumping to 

the starting point, as shown in equation (4).  

q+)Sp-(1=p t1+t   
 (4) 

where pt and pt+1 are the probabilities of remaining at each 

node at steps t and t +1, respectively,  S is the transition 

matrix,  α is the restart ratio, and q is the probability of 

remaining at each node at the starting step.  

When the start stage probabilities are set equal, as in (4), the 

probabilities at the stable stage of node y show the 

relationship between nodes x and y ([44], [45]). 


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
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xi
qi

0
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                          (5) 

2.4 RWR-based Recommendation System 
Studies on the use of RWR on related topics include the 

following. 

 Clements et al. used RWR in information retrieval [46]. 

 Craswell et al. used random walks to create rankings of 

documents for a given query [47]. 

 Barnd modeled consumer behavior as random walks on 

a weighted association graph [47]. 

 Fouss et al. present a new perspective on characterizing 

the similarities among elements of a database [48]. 

Furthermore, Konstas et al. [2] show results indicating that 

RWR outperforms the standard CF method using the four 

transition matrices shown in Fig. 1. The main target of using 
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RWR is to deal with cold start problems, which will occur 

when there is insufficient information. 
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Fig. 1 Four types of transition adjacency matrices for a 

recommendation system using RWR 

However, there are no studies regarding the effect of data size, 

recommendation accuracy, or restart ratio. 

2.5 Bayesian Probability 
Bayes’ theorem was developed by Thomas Bayes using 

conditional probability [50]. Bayesian probability is based on 

the principle of a relative universe with k disjoint events (1, 

…, 𝑘) and an event . The conditional probability that an event, 

Ai, occurs, given that another event, E, has already occurred 

can be calculated using the following formula. 

P(E)

))P(AA|P(E
=

))P(AA|P(E

))P(AA|P(E
=E)|P(A ii

k

1=j

jj

ii
i

  (6)
 

3. METHODOLOGY 
RWR is used in creating recommendations from user, item, 

and social information similar to the method used by Konstas 

et al. [2]. The authors modified the method by creating 

relationships for artists instead of tracks and user-artist tags 

instead of user-track tags, as shown in Fig. 2 and equations 

(7)–(10). This modification reduces the number of 

calculations required. The transition matrices were changed to 

equations (23)–(31), as shown in Appendix 7.2. 

 

Fig 2 Graph for RWR 
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To improve recommendation accuracy, the traditional 

transition matrices are replaced with Bayesian probability 

transition matrices. The probability that node artist j is related 

to user 𝑖 is calculated from the number of times that user i’s 

friends listened to artist j divided by the number of times that 

everyone listened to artist j. This yields equations (14)–(22) in 

Appendix 7.1. 

The constructed Bayesian transition matrices are used to 

perform RWR on the graph. 

4. EXPERIMENTS  

4.1 Data Collection 
Data from last.fm were collected through their free web 

service API which provided data in xml format. The essential 

data includes user information, which can be obtained from 

user.getInfo. The user id list was not public information, but 

the authors worked around this problem by requesting random 

user ids and obtained more information from the user’s friend 

relations (user.getFriends). Repeating this process provided us 

with a quantity of user information. Another essential datum 

is the artist information, which was obtained through 

user.getTopArtists. The information associated with this 

includes play counts (the number of times this user plays 

songs from this artist) and social tags (user.getTopTags). The 

relationships between users, artists, and tags were also 

collected, through user.getPersonalTags. The last.fm license 

agreement forbids obtaining an exhaustive list of data; hence, 

the authors collected a subset of data including 11,239 users, 

49,000 artists, and 11,726 tags. 

4.2 Data Set 
The data from last.fm are too numerous to create an 

exhaustive transition matrix. To test our method, users and 

artists were randomly selected using the same method as that 

was used to collect the data. A user was first randomly 
selected and all the user’s friends were included. Then, all the 

artists this user listened to and all the user’s tags were 

included. This process was until the target data size was 

reached (Case 1: 400 users, 1,500 artists, and 600 tags; Case 

2: 1,200 users, 3,000 artists, and 800 tags). For each case, 

some data regarding how users listened to their artists were 

randomly deleted by 20%, 50%, and 80%. Then the remaining 

data were used to create a transition matrix, as described in 

the Methodology section. For performance comparison, the 

authors also created the transition matrices, using the method 

described in [2]. This resulted in 12 data sets. Each data set 

received nine restart rations (𝛼 alphas) 0.1, 0.2, 0.3, 0.4, 0.5, 

0.6, 0.7, 0.8, 0.9) 

4.3 Evaluation 
We evaluated our method by creating recommendations for 

each user using RWR for each data set and the 12 transition 

matrices. Each user has a sorted recommendation list based on 

artists’ respective probabilities.  

The RWR equation  was solved p̂=aSp̂ + (1-a )q  as 

(I-aS)p̂=(1-a )q  (11) 
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p̂=(I-aS)-1(1-a)q  (12)

 

and the probabilities 𝑝  and 𝑞  were obtained at the 

convergence and restart stages.  

Then, the artists who already exist in the user’s history were 

removed and the authors compared the remaining artists to 

calculate precisions and MAPs.  

MAP(Q)=
1

Q
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m
j

Precision(R
jk
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k=1

m
j

å
j=1

Q

å
 (13) 

where Precision(Rjk) = #artists who user 𝑗  listened to in 

recommendation results from rank 1 to 𝑘 , and mj is the 

number of recommendations returned for each query (one 

query for each user).  

5. RESULTS AND DISCUSSION  

5.1 Comparing Effects of Restart Ratio  
Fig. 3 shows the MAP effected by the restart ratio α. α = 0.4 

yields the highest MAP, but the change is insignificant. 

 

Fig 3 Comparison of the MAP of each result on change of 

α stepped by 0.1. The x-axis shows α × 10, and the y-axis 

shows the MAP. Twelve lines resulted from two sets of 

data size (1,500 and 3,000 artists) × 2 types of transition 

matrix (D for directed calculation and B for Bayesian-

based transition matrices) × 3 sizes of listening data 

deletion (20%, 50%, and 80%). The result shows that α = 

0.4 yields the maximum MAP. 

5.2 Comparing Effects of Data Size 
Fig. 4 shows the MAP for each test case group, with 20%, 

50%, and 80% of the listening data deleted. This result shows 

that with the proposed method, the recommendation 

efficiency (MAP) is not affected by the quantity of data used. 

 

Fig. 4 Comparing the MAP of each result with change in 

data size. The x-axis shows change in data size, when the 

listening data were deleted 20%, 50%, and 80%, and the 

y-axis shows the MAP. The result shows that the proposed 

method performs better than previous methods for a small 

quantity of data. 

5.3 Comparing effects of Transition 

Matrices 
MAPs were not affected significantly by transition matrix 

type. 

6. CONCLUSION 
In the information overload era, recommendation systems are 

essential in helping users discover the information they are 

looking for. RWR has been used in recommendation systems 

to reduce the amount of information required to offer a 

recommendation. This study showed that RWR works well 

even in the case of limited data quantity. The effects of 

RWR’s restart ratio was examined and the restart ratio α = 0.4 

yielded the best recommendation accuracies.  Bayesian 

probabilities was used in creating transition matrices and 

tested with a data set collected from last.fm. The results 

showed that Bayesian transition matrices outperform the 

traditional transition matrices. 

Our method relies on RWR, whose creation and inversion of 

transition matrices require substantial memory. Therefore, for 

an increasing number of users or items, straightforward RWR 

implementation could result in memory or speed limitations. 

There has been research on increasing the efficiency of RWR 

that can be applied here to work around this problem. 

Major directions for future work include improving the 

efficiency of using RWR in recommendation systems, 

particularly with regard to calculation costs. One approach is 

to select suitable iterative RWR methods or to compute the 

inverse of the transition matrix. The matrix inversion 

approach requires computing the inverse, which can be 

expensive, but once computed, the inverse can be readily used 

to compute recommendations. The iterative approach allows 

more frequent updates of the transition matrix. Another 

direction is to improve RWR scalability, because the sizes of 

social network graphs and items are constantly increasing. Yet 

another direction is to study how other social networking 

information (e.g., the number of messages sent or received 

between two friends, user viewing data, user following 

information, or friend suggestions) might improve 

recommendation accuracy. 

Our proposed method is not limited to the music domain. 

RWR-based recommendation systems have been shown to 

work effectively in many domains ([51], [52], [53], [54], [55], 

[56], [57], [58], [59]), for which Bayesian transition matrices 

can also be introduced. 
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8. APPENDIX 

8.1 Transition Matrices for Artist 

Recommendation USING RWR 

 

(14) 

(15) 

(16) 

(17) 

(18) 

 

(19) 

(20) 

(21) 

(22) 

where   

#u = Number of users 

#a = Number of artists 

#t = Number of tags 

 

User i and user j are 

friends otherwise 

Pu,a = Number of playcount by user u on artist a 

Tu,a,t = Number of tag by user u on artist a with tag t 

 

 

8.2 Transition matrices for artist 

recommendation using RWR with 

Bayesian-based transition matrices 

 

(23) 

 

(24) 

 

(25) 

 

(26) 

 

(27) 

 

(28) 

 

(29) 

 

(30) 

 

(31) 

where, 

 

Pu,a > 0  

Pu,a = 0 

Tu,a,t > 0 

Tu,a,t = 0 
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