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ABSTRACT 
In grid environment, the resource management system 

schedules the jobs to specific resources with trying to 

minimize some objective functions. This paper considers the 

hierarchical structure of grid with multiple level resource 

schedule model which divides the tasks into group according 

to minimum execution time assigns and these groups to the 

resources. This grouping based algorithm is compared with 

non- grouped jobs and obtained better results in terms of 

completion time, expected performance and expected 

execution time than the non- grouped jobs.  
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1. INTRODUCTION   
A resource management system in grid computing matches 

requests to resources, schedules the matched resources, and 

executes the requests using the scheduled resources. Grid 

resources are the entities such as processor, disk space, 

memory space, network bandwidth etc. that are managed by 

the resource management system. 

Resource allocation in grid environment is the assignment of 

available resources to various jobs. There are a number of 

approaches to solving resource allocation problems. The grid 

can be expressed as an undirected graph with the nodes to 

which the system resource belongs [1]. The weights on 

undirected graph represent the physical distance between 

nodes.  

Due to the heterogeneous environment and dynamic 

characteristics of resources and node in grid, resources have 

different speed to execute task and jobs/nodes have different 

execution time on different resources. However, for the 

performance concerns, grouping of jobs are performed. 

Grouping of jobs is based upon minimum execution time of 

job/task on a resource, those jobs/tasks have minimum 

execution time on particular resource are placed in a group for 

that resource, m number of tasks are divided into n number of 

groups and assigned to n number of resources by the resource 

management system. These groups are assigned to the 

resources for execution of tasks and resources are controlled 

by RMS as central unit and structure of grid turns into 

hierarchical structure or tree structure from undirected graph. 

When the request arrives for task execution, the resource 

management system groups the jobs and assigns these groups 

to different resources for execution. Each resource gets only 

one job/task group for the execution. When all of the job/task 

groups are completely executed then the entire task is 

completed and their results are returned to the resource 

management system. 

When the request for task execution arrives to the resource 

management system and tasks are individually (or non-

grouping state) executing, each task will be assigned to the 

resource for execution and after completion result will be 

returned back to resource management system. This will be 

repeated for all jobs which increase the overhead and data 

exchange process for each job (assignment of job to resource, 

sending job to resource and getting output from resources) 

and increases the communication time as compared to the 

grouped jobs in which all these are done for a group which are 

less in numbers than all jobs. Simulation results show the 

better performance of grouped jobs as compared to the non-

grouped jobs in terms completion time, expected execution 

time and expected performance. 

The remainder of the paper is organized as follows. Section 2 

presents related work, Section 3 describes the architecture of 

hierarchical grid. Proposed model is presented in section 4 

and section 5 gives the experiments and performance analysis. 

Conclusion is described in section 6. 

2. RELATED WORK: 
Grid resource allocation is one of the critical functions 

affecting the performance of a Grid, because the number of 

jobs and amount of the required resources are massive and 

quick responses to users are necessary in a real grid 

computing, [2] proposed a Hybrid Resource Allocation 

method based on the Least Cost Method (LCM) and Divisible 

Load Theory (DLT) method. The Hybrid Resource Allocation 

method divides the jobs into tasks of equal size and allocates 

the tasks to available processor using the Least Cost Method. 

Effective iterative model for optimal workload allocation is 

developed [3] and this model is for load allocation to 

processors and links for scheduling divisible workload 

applications. This resource allocation model with load 

originating processor acts as an economic model. 

The Bandwidth-aware scheduling schedules jobs in grid 

systems by taking into consideration of their computational 

capabilities and the communication capabilities of the 

resources [4]. The job grouping approach is also used in the 

framework where the scheduler retrieves information of the 

resources processing capability. The scheduler selects the first 

resource and groups independent fine-grained jobs together 

based on chosen resources processing capability. These jobs 

are grouped in such a way to maximize the utilization of the 

resources. After grouping all the jobs sends to the 

corresponding resources whose connection can be finished 

earlier which implies that the smallest request issued through 

the fastest connection giving best transmission rate or 

bandwidth. Hierarchical architecture based on small-world 

cluster and Small World Resource Discovery (SWRD)  

algorithm used in education resource grid have high search 

success rate and low query cost [5]. Grouping based fire 

grained job scheduling algorithm [6] light weight jobs are 

grouped as coarse grained jobs. This groping based algorithm 

utilized resourced efficiently, improved processing, reduced 

total processing time, reduced execution time of the jobs and 
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maximized the utilization of the resources.  Dynamic job 

grouping based scheduling algorithm group the jobs according 

to MIPS of the resource and selects resource in first come first 

serve order [7].  

3. ARCHITECTURE OF 

HIERARCHICAL GRID 
Now grid adopts hierarchical structure of extended tree which 

is managed by RMS (Resource Management System) on 

upper node which supervises all the nodes below. 

In Hierarchical/tree structured grid system the upper level/ 

root of the grid structure is RMS, middle level/ intermediate 

nodes of the grid structure are resources with job groups are 

attached and lower level/leaf nodes of the grid structure are 

jobs. The branches or edges are communication link which 

connects the leaves to the root or can say that jobs are 

connected to RMS via communication link or channel [8]. 

When the request arrives for task execution, the resource 

management system groups the jobs and assigns these groups 

to different resources for execution. Each resource gets only 

one job group for the execution. When all of the job groups 

are completely executed then the entire task is completed and 

their results are returned to the resource management system. 

The resource is involved in a data exchange process.  

Architecture of hierarchical grid [9] is represented by graph 

formalized as G= (V, E), where V is the vertex set, E is Edge 

set. V (G) = {VR, VI, VL} and E (G) = {E1, E2, E3…..En} 

VL is the leaf node, mainly made up of group of jobs, are the 

bottom of hierarchical grid. VI is intermediate node which is 

resources or resource nodes. VR is the root of hierarchical grid 

which is main controller of grid structure.  

4. PROPOSED MODEL 

4.1 Problem Definition 
As grid has a tree structure, each resource has a given 

processing speed and each communication channel has a data 

transmission speed (bandwidth). The RMS is spent time on 

generation and assignment of task group, sending them to the 

resources, receiving the results and integrating them into 

entire task. 

When the RMS receives a service request from a user, the task 

is divided into a set of groups (with minimum execution time 

on a particular resource) that are executed in parallel. Each 

group contains a portion of the task. The RMS assigns these 

groups to available resources for execution. After the 

resources complete the execution of the assigned task groups, 

they return the results back to the RMS, and then the RMS 

integrates the received results into the entire task output 

requested by the user [10]. 

Task execution time is random variable that is depends upon 

many factors such that the speed of resource to which it is 

allocated for the execution and data transmission speed on 

communication channel. 

4.2 Notations 
m Number of tasks 

n Number of resources  

ETGkj Execution Time of a task group j on resource k 

rk Processing speed of resource k 

ETj Execution Time of a task j 

N Number of tasks in a group 

dj Amount of data that is transmitted for task 

group j (input data from the RMS to the 

resource, and output data from the resource to 

the RMS). 

sk Data communication speed (taken as random 

variable). 

CMTkj Communication Time of task group j on 

resource k 

CTG Completion Time of a task group 

CT Completion Time of entire task 

µ average number of task group completed per 

unit time 

Pi Performance 

EP Expected Performance 

EET Expected Execution Time 

4.3 Proposed Algorithm 
Step 1: Input Number of tasks, m and Number of resources n 

Step 2: Generate random execution time (ET) of each m tasks 

on each resource 

Step 3: Find minimum execution time of each task on a 

resource 

Step 4: Make groups of tasks according to the minimum 

execution time of tasks on resource  

Step 5: Generate random processing speed of resource k, rk 

Step 6: Execution Time of a group  𝐸𝑇𝑗
𝑁
𝑗=1 = 𝑒𝑗  

Step 7: 𝐸𝑇𝐺𝑘𝑗 =  𝑒𝑗 /𝑟𝑘  

Step 8: Generate random dj, sk 

Step 9:  𝐶𝑀𝑇𝑘𝑗 =
𝑑𝑗

𝑠𝑘
; 

Step 10:  𝐶𝑇𝐺𝑘𝑗 =
𝑒𝑗

𝑟𝑘
+ 

𝑑𝑗

𝑠𝑘
 

Step 11:  𝐶𝑇 = 𝐶𝑇𝐺1 + 𝐶𝑇𝐺2 + ⋯ + 𝐶𝑇𝐺𝑛  

Step 12: for k groups, Pi (Performance) = 1/ CTGi 

Step 13: Expected Performance=     𝐶𝑇𝐺𝑖 −𝑛
𝑖=1

 𝐶𝑇𝐺𝑖−1  . 𝑃𝑖  
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Step 14: Expected Execution Time=1/   𝐶𝑇𝐺𝑖 −𝑛
𝑖=1

 𝐶𝑇𝐺𝑖−1  . 𝑃𝑖  

Step 15: END 

5. EXPERIMENTS AND RESULTS 
Total completion time of all tasks will be sum of completion 

time of all tasks groups, 

    𝐶𝑇 = 𝐶𝑇𝐺1 + 𝐶𝑇𝐺2 + ⋯ + 𝐶𝑇𝐺𝑛 ; 

and execution of each group is mutually independent and let 

average time to execute one task group be β then average 

number of task group executed per unit time be µ=1/β. So, 

total completion time of task group follows a negative 

exponential distribution. 

Furthermore, the average of completion time of each these n 

groups is the same, so the sum of completion time of these 

groups is also said to be Erlang-n distributed. 

Thus, Erlang-n distributed random variable is the sum of n 

independent and identically distributed exponential 

distributions. Its density function can be shown as: 

ℎ𝑛 𝑡 =
1

 𝑛 − 1 !
. (

1

𝛽
)𝑛 . 𝑡𝑛−1 . 𝑒

−𝑡
𝛽 ; 

Where, µ = 1/β and µ is average number of task group 

completed per unit time.  

 

Figure 1: Completion Time follows the Erlang distribution 

In this paper, hierarchical structure based job group resource 

allocation scheduling model has proposed, so their 

performances need evaluation. Simulation is performed using 

MATLAB. A comparison is made between two algorithms 

that based upon hierarchical structure, one of them is based 

upon grouping of tasks and other one is non-grouped tasks or 

can say that individual execution of tasks on resources 

considering various objective parameters i.e., completion 

time, expected performance and expected execution time. 

Firstly, simulation is performed for completion time. Here, 

number of tasks and number of resources are input and 

completion time of entire tasks is noted down. In figure 2 

shows that if tasks are allocated in groups then completion 

time is less as compared to when tasks are allocated 

individually to resources.  

Figure 2: Completion Time of Grouped and Non-Grouped 

Jobs 

Secondly, simulation is performed for expected performance. 

Here, number of tasks and number of resources are input and 

expected performance of entire tasks is noted down. In figure 

3 shows that if tasks are allocated in groups then expected 

performance is high as compared to when tasks are allocated 

individually to resources.  

 

Figure 3: Expected Performances of Grouped and Non-

Grouped Jobs 

Thirdly, simulation is performed for expected execution time. 

Here, number of tasks and number of resources are input and 

expected execution time of entire tasks is noted down. In 

figure 4 shows that if tasks are allocated in groups then 

expected execution time is low as compared to when tasks are 

allocated individually to resources.  
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Figure 4: Expected Execution Time of Grouped and Non-

Grouped Jobs 

6. CONCLUSION 
Resource Allocation is one of the important issues to be 

solved in grid computing environment. In this paper, a 

hierarchical structured based job grouped resource allocation 

model is proposed and compared with non-grouped jobs 

considering some objective parameter i.e. completion time, 

expected performance and expected execution time. 

Simulation results demonstrate the efficiency and 

effectiveness of the proposed model. The proposed model 

reduces the completion time, expected execution time and 

increases expected performance. In future work load 

balancing and network delay will be considered to make more 

effective and more efficient model in grouped jobs for 

resource allocation. 
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