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ABSTRACT 

Wireless communication is widely adopted and application 

oriented technology There are a huge literature about Mobile 

Ad-hoc network is available. In these studies, the ad hoc 

network has two major issues security and performance. In 

this paper a feasible and adoptable solution is introduced for 

enhancing security in MANET. The presented work utilizes 

the network characteristics and their behavioral difference 

during attack. Using the attack and normal network behavior a 

machine learning algorithm is trained and the malicious 

patterns are distinguished according to the new network 

samples. The proposed machine learning based ad hoc 

network security is implemented using NS2 simulator and the 

performance of the system is evaluated in terms of metrics 

viz. throughput, packet delivery ratio, end to end delay and 

energy consumption. According to the obtained results the 

performance of the proposed secure network is optimum and 

adoptable. 
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1. INTRODUCTION 
In wireless networks the mobile ad hoc network is much 

promising and area of research and development. Mobile ad 

hoc network is dynamically organized group of network nodes 

which performing the communication. In different literatures 

there are two key issues are observed first performance and 

secondly the security. In this presented work the mobile ad 

hoc network is investigate the security issues and trying to 

develop the efficient and secure network communication. 

Basically the network topology and route discovery is 

organized using the routing protocols [1].  

Thus mobility is a major issue in performance additionally the 

adoptive nature of the routing protocols make it poor against 

the security flaws [2][5][14][15]. Therefore a new 

infrastructure based ad hoc network is proposed for designing 

secure and efficient communication. The security 

investigation is based on the routing based attack deployment 

techniques. Because most of the attackers are utilize the 

routing strategy for attack deployment.  

Thus the following attacks are considered for investigation 

and security system design. These are Black hole attack, 

Wormhole attack Gray- hole attack, DDOS attack. 

 

 

Table 1 Attack characteristics 

S. No. Attack type Parameter  

1 Black hole  1. Packet delivery ratio 

2. buffer size 

2 Wormhole  1. time to leave  

2. packet delivery ratio 

3. location estimation  

4. buffer size  

3 Denial of Service 

Attack 

1. Control message  

2. Energy  

3. packet delivery ratio 

4. buffer size  

4 Gray hole 1. packet delivery ratio 

In the above given network characteristics the mobile ad hoc 

networks traffic is invigilated and the traffic can be classified 

for malicious or normal activity. The next section includes the 

basic techniques and tools available for accurate pattern 

recognition. Using the optimum techniques the traffic 

classification is performed for malicious acting nodes. 

2. BACKGROUND 
According to the available literature a number of techniques 

using the KDD CUP 99’s dataset classification the IDS 

(intrusion detection system) designed. This dataset is an effort 

of Lincoln Labs, who setting up an environment to acquire 

nine weeks of raw TCP dump data for a local-area network 

(LAN) simulating a typical U.S. Air Force LAN.  They 

operated the LAN as if it were a true Air Force environment, 

but peppered it with multiple attacks. 

In order to classify this data a number of machine learning 

and data mining based techniques are available. These data 

model analyse the KDD CUPs traffic data and classify traffic 

input patterns into their actual patterns. In order to develop 

such kind of data model the following algorithms are 

frequently utilized for learning and identifying the attack 

pattern [6] [8] [17]. 

1. KNN: KNN (k-nearest neighbour) algorithm is an 

unsupervised classification technique. This method finds the 

distance between two different instances of data and groups 

them according to the minimum distance basis. 



International Journal of Computer Applications (0975 – 8887)  

Volume 113 – No. 9, March 2015 

38 

2. SVM: SVM is also termed as the support vector machine 

that is a supervised learning technique. Using a set of training 

samples each marked as belonging to some classes. An SVM 

algorithm develops a data model that classifies the patterns 

into a class or other. This property making it a non-

probabilistic binary linear classifier, An SVM model is a 

representation of the examples as points in space, mapped so 

that the examples of the separate categories are divided by a 

clear gap. New examples are then mapped into that same 

space and predicted to belong to a category based on which 

side of the gap they fall on. 

3. BPN: back propagation neural network is also a supervised 

learning algorithm. That contains three layers namely input 

layer, hidden layer and an output layer. These layers are 

computes the weights for performing the classification. The 

detailed neural network is introduced in next section [3].  

4. Bayesian classifier: Bayesian classifiers are the statistical 

classifiers. That is based on the Bay’s probability theory. 

Bayesian classifier is able to analyse data and according to the 

obtained probability distribution predict class membership 

probabilities such as the probability that a given tuples 

belongs to a particular class. 

5. Decision Trees: decision trees are transparent data model 

which can be evaluated using pen and paper. Thus the 

decision tree first analyse the data according to their class 

labels and then prepare a tree data structure for demonstrating 

the relationship among the available attributes and these 

attributes are help to identify the available pattern and their 

class label assignment. 

This section provides the understanding about different 

technique that can use for pattern analysis and their 

identification. Next section includes detailed study of BPN 

algorithm. 

3. BACK PROPOGATION NEURAL 
The neural network is a supervised learning technique [21] 

[25]. That algorithm is widely accepted for effective and 

accurate pattern detection. Therefore a wide range of 

applications are utilizing the neural network for classification, 

prediction, pattern recognition. The neural network consist of 

three different layers first input layer, second hidden layer and 

third the output layer [22] [23]. During implementation of 

neural network, the input layer and hidden layers are 

implemented together using 2D vector and output layer is 

implemented using single dimensional array. The weight 

calculation is performed using input and hidden layers. And 

the output of neural network is stored in output layer [13] 

[18]. 

The implementation of neural network is defined in two 

phases’ first training and second prediction: training method 

utilizes data and develops trained data model. This trained 

model is used for pattern detection. 

2. Here first is a two dimensional array 𝑊𝑖𝑗  is used and 

output is a one dimensional array Yi. 

3. Original weights are random values put inside the arrays 

after that the output. 

 

 

 

 

Figure 1 Neural Network 

Training: 

1. Prepare two arrays, one is input and hidden unit and the 

second is output unit. 

Here first is a two dimensional array 𝑊𝑖𝑗  is used and output 

is a one dimensional array Yi. 

3. Original weights are random values put inside the arrays 

after that the output. 

     𝑥𝑗 =  𝑦𝑖𝑊𝑖𝑗

𝑖=0

 

Where, yi is the activity level of the jth unit in the previous 

layer and 𝑊𝑖𝑗  is the weightof the connection between the ith 

and the jth unit. 

4. Next, action level of yi is estimated by sigmoidal function 

of the total weighted input. 

𝑦𝑖 =  
𝑒𝑥 − 𝑒−𝑥

𝑒𝑥 + 𝑒−𝑥
  

When event of the all output units have been determined, the 

network calculates the error (E). 

𝐸 =
1

2
  𝑦𝑖 − 𝑑𝑖 

2

𝑖

 

Where, yi is the event level of the jth unit in the top layer and 

di is the preferred output of the ji unit. 

Calculation of error for the back propagation algorithm is 

as follows: 

 Error Derivative (𝐸𝐴𝑗 ) is the modification among the real 

and desired target: 

𝐸𝐴𝑗 =
𝜕𝐸

𝜕𝑦𝑗
= 𝑦𝑗 − 𝑑𝑗  

 Error Variations is total input received by an output 

changed 

𝐸𝐼𝑗 =
𝜕𝐸

𝜕𝑋𝑗

=
𝜕𝐸

𝜕𝑦𝑗
𝑋

𝑑𝑦𝑗

𝑑𝑥𝑗
= 𝐸𝐴𝑗𝑦𝑗 (1 − 𝑦𝑖) 

 In Error Fluctuations calculation connection into output 

unit is required: 

𝐸𝑊𝑖𝑗 =
𝜕𝐸

𝜕𝑊𝑖𝑗

=
𝜕𝐸

𝜕𝑋𝑗

=
𝜕𝑋𝑗

𝜕𝑊𝑖𝑗

= 𝐸𝐼𝑗𝑦𝑖  
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 Overall Influence of the error: 

𝐸𝐴𝑖 =
𝜕𝐸

𝜕𝑦𝑖

=  
𝜕𝐸

𝜕𝑥𝑗
𝑋

𝜕𝑥𝑗

𝜕𝑦𝑖
𝑗

=  𝐸𝐼𝑗𝑊𝑖𝑗

𝑗

 

4. PROPOSED SYSTEM 
This section describes the proposed network organization and 

server decision making methodology. Additionally this 

section contains simulation setup for simulating the network 

performance and effect of attacks in network performance. 

4.1 Network Roles 
The proposed system is a data mining based secure ad hoc 

infrastructure. In this proposed network system the network 

nodes are identified in three main roles. These roles in 

network are decided according to the computational ability 

and their positioning in network. Therefore the system consist 

of a intelligence server node which includes a trained neural 

network for decisional capability, cluster heads which works 

as intermediate node for collection of network samples and 

information. In addition of the client nodes who consume the 

network service, these three main kinds of devices and their 

responsibilities are discussed as. 

Client Nodes: Clients are follows characteristics of MANET 

devices which are able to send, receive and route data in the 

network. During internal cluster communication and during 

external communication first cluster head check the validity of 

communicating node after that able to communicate with the 

external node. 

Cluster head: These devices are working in two different 

operating modes. First linked connectivity all the cluster 

heads are connected through the server machine by a 

backbone network. Additionally able to collect data samples, 

send and receive data during the communication. And in 

second as Wi-Fi nodes which is directly in contact of mobile 

nodes.  

Server Node: server node is implemented with an intelligence 

algorithm which works with data collected from the network 

source and analyses to get the behaviour of newly introduced 

nodes or making the detection and prevention of attack 

decisions. 

In order to simulate the different nodes and their roles in 

network the figure 2 provides the simulation screen of the 

implemented scenario. In this diagram the red colour nodes 

shows the attacker nodes in network, blue nodes shows the 

end client nodes additionally the pink colour node and purple.  

 

Figure 2 Neural Network 

4.2 Decision Making 
The entire processes between end client, cluster head and the 

decisional server is provided using figure 3. In this diagram 

secure communication based on the three defined roles is 

performed. Basically client node is a simple Wi-Fi node 

which performs communication as other mobile ad hoc 

devices are communicating. The cluster heads are fixed 

devices which collect the network traffic information. The 

traffic data includes remaining energy of nodes, round trip 

time from node and remaining buffer length. 

For data collection, after a predefined time the data is 

collected using cluster heads and updated on server node. That 

can be understood by the following example. Suppose first 

traffic sample is collected at the time 𝑡1and after a defined 

time , at time 𝑡2again sample is collected. Thus between 

time 𝑡1and 𝑡2  required sample is estimated using the 

following formula. 

Energy is computed as: 

𝐸𝑡 =  
𝐸𝑡

1 − 𝐸𝑡
2

𝑡1 − 𝑡2

𝑁

𝑖=1

 

 

Figure 3 proposed network architecture 

In the same way buffer size threshold values are computed    

𝐵𝑡 =  
𝐵𝑖

𝑁

𝑁

𝑖=1

 

For packet delivery ratio 

𝑃𝐷𝑅𝑡 =  
𝑃𝐷𝑅𝑡

1 − 𝑃𝐷𝑅𝑡
2

𝑁

𝑁

𝑖=1

 

And for constructing the RTT value the following formula is 

used. 

𝑅𝑇𝑇𝑡 =  
𝑇𝑑 − 𝑇𝑠

2𝐻

𝑁

𝑖=1

 

The estimated data samples collected through concerning 

cluster head and the estimated values are updated on the 

server node as the server traffic sample. This traffic data is 

organized in server machine as given in table 2. 

 



International Journal of Computer Applications (0975 – 8887)  

Volume 113 – No. 9, March 2015 

40 

Table 2 Training set example 

𝐸𝑡  𝑅𝑇𝑇𝑡  𝐵𝑡  𝑃𝐷𝑅𝑡  
Behaviour  

     

     

     

The table 2 includes additional attributes which contains the 

behavior of nodes. These behaviors are provided as input 

during training and after learning of the neural network 

incoming traffic is used for recognizing the malicious pattern 

from collected sample. The proposed data model is very 

effective and accurate for classifying patterns thus the model 

is able to differentiate the malicious and normal nodes. Now 

the server broadcast a cryptographic key to all the nodes that 

are legitimate in network. after the key distribution the source 

initiate the communication using the RREQ flooding after that 

when the receiver node send reply message then the receiver 

node send their key with RREP message. When the source 

node get the reply from the destination node then the source 

node extract the key included in RREP packet and compare it 

with the server generated key. If both the keys are similar than 

the source recognize the route is secured else that contains a 

malicious node. The entire process of the malicious node 

discovery can be understood by the following algorithm steps. 

1. Initialize network with N nodes at time 𝑡1 

2. Wait for time and after that at time 𝑡2 

3. Cluster heads calculate 𝐸𝑡 , 𝐵𝑡 ,𝑅𝑇𝑇𝑡  𝑎𝑛𝑑 𝑃𝐷𝑅𝑡  

4. Update server node with calculated values  

5. For each in coming traffic in server node 

6. 𝑐𝑙𝑎𝑠𝑠𝑖𝑓𝑦  𝑡𝑟𝑎𝑓𝑓𝑖𝑐 𝑑𝑎𝑡𝑎 =  
0     𝑖𝑓 𝑛𝑜𝑑𝑒 𝑚𝑎𝑙𝑖𝑐𝑖𝑜𝑢𝑠
1      𝑖𝑓 𝑛𝑜𝑑𝑒 𝑙𝑖𝑔𝑖𝑡𝑖𝑚𝑎𝑡

  

7. End for 

8. Server generate Key 

9. Broadcast key to all nodes that have legitimate values  

10. Sender initiate route discovery using RREQ flooding 

11. Receiver add server key with RREP message 

12. Sender get the RREP 

13. Extract receiver added key 

14. If receiver key = = senders Key 

15. Node is legitimate  

16. Else 

17. Node is malicious 

18. Drop reply message 

19. End if 

20. Node is malicious 

21. Drop reply message 

22. End if 

The implementation of the data model namely neural network 

is performed using the C++ technology and the 

implementation of all the network system is performed using 

the NS2 network simulator. 

4.3 Simulation Setup  
In order to simulate the effectiveness of the proposed attack 

analysis the following network parameters are setting up for 

network simulation. 

Table 3 Simulation Scenario 

Simulation properties Values 

Antenna model Omni Antenna 

Radio-propagation Two Ray Ground 

Channel Type Wireless Channel 

Network Interface Phy/Wireless Phy 

MAC Mac/802_11 

CBR Packet Size 512 Byte 

Interface Queue Length Queue/Droptail/PrioQueue 

Dimension 750 X 550 

No of Mobile Nodes 20, 40, 60, 80, 100 

Routing protocol AODV 

Time of simulation 100  Sec. 

4.4 Simulation Scenario 
In order to characterize the effect of considered attacks the 

following scenarios are desired to implement with the 

simulation. 

1. Simulation of black hole attack: in this scenario for 

demonstrating the effect of black hole attack a MANET 

configured using AODV routing protocol additional a 

network is configured using the proposed network system. 

After that a black hole node is deployed on both the network 

and their performance of the network is measured and 

compared. 

2. Simulation of the wormhole attack: in the similar way in 

the simple network and proposed network is configuration 

with the wormhole link and the performance of the network is 

compared. 

3. Simulation of grey-hole attack: in this scenario in 

MANET a gray-hole attack is deployed on the proposed 

network and normal network. Additionally the performance is 

computed and compared with the normal MANET. 

4. Simulation of DDOS attack: in this scenario the DDOS 

attack is deployed in network and the performance of the 

network is estimated and compared with the normal network 

under attack conditions. 

5. PROPOSED SYSTEM 
After implementation of the proposed network infrastructure 

the mobile ad hoc network is configured and simulated using 

NS2 simulator. After simulation using the generated trace 

files the performance of the network under different attack 

conditions are evaluated and compared. For experimentation 

and effective performance investigation the number of node 

during simulations are increases and the experimental results 

are organized in this section. 
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5.1 Packet Delivery Ratio 
The packet delivery ratio is an amount of packets which are 

successfully delivered on the target machine. That can be 

estimated using the following formula. 

𝑃𝑎𝑐𝑘𝑒𝑡 𝑑𝑒𝑙𝑖𝑣𝑒𝑟𝑦 𝑟𝑎𝑡𝑖𝑜

=
𝑡𝑜𝑡𝑎𝑙 𝑑𝑒𝑙𝑖𝑣𝑒𝑟𝑒𝑑 𝑝𝑎𝑐𝑘𝑒𝑡𝑠

𝑡𝑜𝑡𝑎𝑙 𝑠𝑒𝑛𝑡 𝑝𝑎𝑐𝑘𝑒𝑡𝑠
 

 

Figure 3 PDR during DDOS Attack 

 

Figure 4 PDR during DDOS Attack 

 

Figure 5 PDR during Gray Hole Attack 

The performance of the network (proposed and normal 

MANET) in terms of packet delivery ratio is given using 

figure 3, 4, 5 and 6.In both of the network a black hole node is 

deployed and the performance the performance of both the 

networks is estimated as given figure 3. In this diagram the 

performance of the proposed network is given using green 

line and the performance of network is given using red line. 

According to the results during black hole attack the 

traditional network performance is gone below and the 

proposed network is not affected. In the similar way the 

performance of the network under DDOS attack is given 

using figure 4, under the gray whole attack is given using 

figure 5 and under wormhole attack is simulated using figure 

6. In all the simulation the performance under the attacks in 

normal network significantly reduces the packet delivery ratio 

on the other hand the in proposed network the performance in 

terms of packet delivery ratio is not affected. 

 

Figure 6 PDR during Wormhole Attack 

5.2 Remaining Energy  
The network nodes are built with the limited energy resources 

thus for each events in network node the node consume a 

fixed amount of energy. The remaining and comparative 

energy during different attacks conditions namely black hole, 

DDOS, gray hole and wormhole attack are simulated using 

figure 7, 8,9 and 10  respectively .According to the obtained 

results the energy consumption of nodes are reduces in case of 

the proposed network configuration. On the other hand the 

node energy during different attacks in normal mobile ad hoc 

network is drained frequently. For simulating the network 

performance of both the networks the red line represents the 

energy drop of normal network and the green line shows the 

energy drop during the proposed algorithm implementation. 

According to the obtained results the proposed network 

intrusion detection technique is effective and reduces the 

power consumption and optimizes the resource consumption 

too even the network having the malicious behaving node. 

 

Figure 7 Energy during black hole attack 

 

Figure 8 Energy during DDOS attack 
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Figure 9 Energy during gray hole attack 

 

Figure 10 Energy during wormhole attack 

5.3 End to End Delay  
End to end day on network refers to the time taken for a 

packet to be transmitted across a network from source to 

destination device, this delay is calculated using the below 

given formula. 

E2edelay = receiving time – sending time 

The comparative network performance in terms of end to end 

delay is given evaluated. During the black hole node 

deployment the e2e delay is given using figure 11, during 

DOS attack is given using figure 12, during gray hole given 

using 13 and during wormhole given using figure 14. 

 

Figure 11 e2e during black hole 

 

Figure 12 e2e during black hole 

 

Figure 13 e2e during black hole 

 

Figure 14 e2e during black hole 

According to the simulated performance the normal network 

performance in terms of end to end delay is simulated using 

red line and the proposed network is simulated green line. The 

results show the proposed network organization is much 

robust during different attacks conditions. 

5.4 Routing Overhead 
The amount of additional packets injected on network during 

the communication sessions is known as the routing 

overhead.This section describes the routing over head during 

different attacks on traditional mobile ad hoc network and 

proposed network infrastructure. For simulating performance 

the proposed method is given using green line and the 

performance of traditional technique is given using red line. 

During the black hole and DDOS attack the end to end delay 

in network is increase exponentially on the other hand the 

attack not affect the performance in proposed methodology. 

Additionally in case of the grayhole attack and wormhole 

attack the performance of the proposed network is also 

affected in terms of end to end delay. But in less dense 

network conditions it is able to classify the traffic more 

accurately. Therefore during nodes 20 and 40 the performance 

of network is adoptable and the performance of network is 

affected when node density exceeded.  

 

Figure 16 routing overhead during black hole 
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Figure 17 Routing overhead during DDOS 

 

Figure 18 Routing overhead during gray hole 

 

Figure 19 routing overhead during wormhole 

5.5 Throughput  
Network throughput is the usual rate of successful delivery of 

a message over a communication medium. This data may be 

transmit over a physical or logical link, or pass by a certain 

network node. The throughput is calculated in terms of bit/s or 

bps, and occasionally in terms of data packets per time slot or 

data packets per second. The performance of the proposed and 

traditional technique is compared and for representation red 

line for traditional MANET and for proposed green line is 

used. According to the observation of results in normal 

MANET during different attacks the throughput is decreases 

significantly on the other hand the performance of network in 

proposed network is not affected from attack. 

 

Figure 20 Throughput during black hole 

 

Figure 21 Throughputs during DDOS 

 

Figure 22 Throughput during gray hole 

 

Figure 23 Throughput during wormhole 

In this section the performance evaluation and results analysis 

is performed. The entire research summary is given in next 

section additionally the future extension of the presented 

methodology is provided. 

6. CONCLUSION AND FUTURE WORK 
The proposed work is intended to find solution for the mobile 

ad hoc network security. Therefore a number of techniques 

are explored first for finding the network and attacker’s 

characteristics. Than after various machine learning 

techniques are investigated for finding the accurate pattern 

identification. 

Finally for detecting attacks in network a machine learning 

based intrusion detection system is implemented and 

simulated. The proposed MANET IDS system includes the 

new network configuration and attack detection technique 

additionally using the traffic samples classification. For 

accurate classification the back propagation neural network is 

used.  

The implementation of the proposed concept is provided using 

the the NS2 and C++ scripts. After implementation of the 

system the performance of the proposed system is evaluated 

in terms of end to end delay, routing overhead, remaining 

energy, packet delivery ratio and throughput. Results shows 

the effective performance of the system even when the 

network contains the attackers. 
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In near future the system is enhanced more for finding more 

kind of attacks in network by including more parameters in 

proposed attack detection technique. 
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