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ABSTRACT 

In this paper a new controller is proposed to stabilize an 

especial class of hybrid piecewise affine systems. In this study, 

for the first time, the stabilizing controller is designed based on 

discontinuous piecewise quadratic Lyapunov functions which 

decrease the conservation and propose a wider class of 

applicable Lyapunov functions as it omits the continuity 

condition in boundary points compared to continuous piecewise 

quadratic Lyapunov functions. In addition the stability 

conditions are formulated in the form of Bilinear Matrix 

Inequalities (BMI) problem. To solve the proposed problem, 

BMI is defined in the form of a multi-objective nonlinear 

optimization problem which has been solved through using 

genetic Algorithm (GA). 

Keywords 
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1. INTRODUCTION 
Hybrid systems are a class of dynamical systems which consist 

of continuous and discontinuous dynamics which are 

implemented for modeling of systems. The capability of hybrid 

systems to model the special systems behaviors is a great point 

of interest. Piecewise affine systems (PWA) are a class of 

hybrid systems which contain affine subsystems and switching 

rules [1,2]. Since 1970, PWA systems have been proposed as an 

effective tool for design and analysis of the systems [3-5]. PWA 

systems are special class of hybrid systems that can be 

described by PWA equations [6,7]. They are highly applicable 

considering the fact that most of nonlinear behaviors of physical 

systems such as saturation, dead zone, relay, and hysteresis are 

modeled by PWA systems [3,8 – 10]. One advantage of 

describing physical systems with PWA models is that they can 

easily be converted to piecewise linear (PWL) systems which 

have a simple structure.  Most of PWA systems are continuous 

as they are employed to describe the continuous-time nonlinear 

systems [11,12]. Some physical PWA systems such as dead and 

saturation systems are naturally continuous[13]. The special 

class which is considered in this paper is two dimensioned 

PWA systems. The proposed idea to design a controller for such 

systems is based on discontinuous piecewise quadratic (PWQ) 

Lyapunov functions. Based on the fact that continuous PWQs 

are contained by discontinuous PWQ Lyapunov functions, 

using discontinuous PWQs will decrease the conservation as the 

search space to find such functions is wider in comparison to 

continuous PWQs. In this paper the sufficient stability 

conditions which leads to the design of stabilizer controller are 

performed in the form of a Bilinear Matrix Inequality (BMI) 

problem. To solve such a problem, BMI is converted to a 

nonlinear multi objective problem which can easily be solved 

by using optimization methods such as GA. In the sequel in 

section 2 the preliminaries are defined. The Lyapunov based 

stabilizing techniques are proposed in section 3. The new idea 

of using discontinuous PWQ Lyapunov functions for designing 

a controller for PWA systems is defined in section 4. 

Simulation analysis and conclusions are proposed in sections 5 

and 6. 

2. PRELIMINARIES 
In this part, the primary definitions and theorems are proposed. 

2.1 Definition1: PWA Systems 

The state equations of a PWA system in 
2Rx  is described 

as follows [14 – 15]: 

     tuBatxAtx iii 
   

  iXtx 
                       (1) 

Where 
nRXtx )( and 

mRUtu )( are state 

variables and controlling signals respectively. Ai and ai are 

constant Matrix/vector [2]. 

2.2 Definition2: State Space Partitioning 

In 
IiiX


, I includes all subspaces If 0Ii , then 0I is the 

subspace that contains the equilibrium point [2]. 

 iXIiIIi  0:, 00   
                                            (2)           

Where the subspaces can be described as [2]: 

 0:2  iii exERxX   Ii       (3)            Where

iE and ie  are constant matrix and vectors respectively. 

2.3 Definition3: Boundary Points of Two 

Subspaces 
x  is aboundary point between iX and

jX subspaces, if 

0 ji XX
 
equivalently :

 

 RsfsFxxXXx ijijji  ,                   (4) 

Lemma 1: The PWA systems of (1) can be represented by a 

PWL system . 
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Proof:  TTxx 1 ,  iii
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The system (1) can be rewritten as: 

uBxAx ii 
  iXx                                                   (5) 

It is clear that in (4) if 0ijF the boundary is a line and if

0ijF the boundary is in the form of a single node. 

Considering 0 ji XX and 0ijF , ijC and ijS are 

defined as  ijijij cCC   ,  0 xCxS ijij
 where 

ijC is a normal vector in ijS form iX  to jX . 

2.4 Definition 4: Continuity of PWA systems 
The described system (1) is continuous if the direction of the 

state vectors does not change in the boundary between the two 

regions. 

 

Fig.1. Sliding mode in the boundary between the two 

regions 

2.5 Definition 5: Convex Set  

The set C  is convex if every line which connects two arbitrary 

points be completely contained by C. in other words the 

following relation should be satisfied [16]: 

 




k

i ii

kk Cxxx

1

2211

0,1

....




                                           (6) 

The analysis and design problems of PWA systems can be 

formulated in the form of a convex problem or linear matrix 

inequalities [3]with the form below: 





m

i

iiFxFxF
1

0 0)(                                                    (7) 

Where 
m

m Rxxx  ],...,[ 1 is the vector of unknown 

parameters and 
nnT

ii RFF  is defined symmetric 

matrix. 

3. DESIGNING THE STABILITY 

CONTROLLER 
In this part the controller is designed based on discontinuous 

PWQ Lyapunov functions so as to asymptotically stabilize the 

close loop system. 

It is considered that system (1) has a controller with  the 

following structure:                                

xKmxku iii                                                            (8)  

Where, 

 iii mkK                                                                       (9)                                                                     

Substituting (8) and (9) in (1) the close loop system has the 

following form: 

 xkBAx iii 
                                                              (10) 

After indicating the controller structure, the stability controller 

will be designed using Lyapunov stability theorems. It is clear 

that existence of a Lyapunov function is the sufficient stability 

condition, thus the disability to find a proper Lyapunov function 

doesn’t lead to instability of the system. 

Theorem 1. Lyapunov direct stability theorem 

Consider system
),( uxfx 

with a point of equilibrium at 

x=0.Consider a function 
  RRxV n :

such that satisfies 

the following condition: 

  00  forxxV                                                           (11) 

Then the equilibrium is asymptotically stable. 

One of the most famous Lyapunov functions is the common 

Quadratic (CQ) one [17 – 21]. In the next part the stability 

analysis based in CQ functions is described. 

3.1 CQ Lyapunov based Stability Analysis 
In this method the CQ Lyapunov function is considered as: 

  pxxxV T
                                                 (12)                          

According to theorem 1 the sufficient stability conditions are as 

follows: 

 

      00)

00)





iii

T

iii KBAPPKBAxVb

PxVa

 Ii

  

                                                                                                (13) 

Where the b condition in (13) is usually described as: 

   

0

0







T

T

iii

T

iii

QQ

PP

QKBAPPKBA
                   (14) 

It should be considered that CQ Lyapunov functions are highly 

conservative and in some cases it is not possible to find a 

Lyapunov function for special subspaces. According to 

mentioned limitations we propose the Piecewise Quadratic 

(PWQ) Lyapunov functions. Using this functions, one can 

define a special Lyapunov function for each subspace which 

reduces the conservatism. These functions have the following 

structure: 

    xpxxVxV i

T

i 
   iXx                               (15) 

It is clear that for such structure the stability of all subsystems is 

just a necessary stability condition and the special switching 

conditions which are mentioned in [10,13,22 – 23] should also 

be satisfied. The most common classes of PWQs are continuous 
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piecewise Quadratic (CPWQ) and discontinuous PWQs 

(DPWQ) .Where CPWQs are usually denoted by PWQs in 

literatures. 

3.2 PWQ Lyapunov based Stability Analysis  
As mentioned in the previous section, using PWQs decreases 

the conservatism comparedto CQs, as the PWQs should be 

specified for each subsystem individually. Despite the 

mentioned benefits, CPWQs have some limitations in stability 

analysis. Although Lyapunov function is determined for each 

subspace, it should be continuous in the boundary between the 

two regions and this fact shrinks the class of nonlinear systems 

which can be analyzed by CPWQs The continuity of PWQs in 

boundary regions is defined in the form of proposition1. 

Proposition 1: The necessary and sufficient continuity 

condition of PWQs at boundary node is [24,25] : 

xpxxpxxVxV j

T

i

T

ji  )()(
                           

(16) 

Substituting sFx ij in (17) yields: 

sFpFssFpFsxVxV ijj

T

ij

T

iji

T

ij

T

ji  )()(
 
   (17) 

Proposition 2: After satisfyingthe continuity condition, 

the sufficient stability condition of close loop system (10) based 

on CPWQs Lyapunov function is [13]: 

    
 












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
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
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












10

01
,

00

0
,

00

0

0

0

n

i

i

i

i

nii

T

iin

nii

T

iiiiii

T

iiin

I
P

P
A

A

IEwEPI

IEuEKBAPPKBAI

0Ii          

                                                                                                (18) 




































i

T

i

ii

i

ii

i

ii

T

ii

ii

T

iiiiiiiii

rq

qP
P

aA
A

EwEP

EuEKBAPPKBA

,
00

0

0)()(

1Ii
            

                                                                                                (19)  

 
 i

i

XIiI

XIiI





0:

0:

1

0                                                       (20) 

Proposition3: The following equality leads to continuity 

of CPWQs on boundary nods [26-27].
    

ijjjjijiii FKBAFKBA                                (21) 

According to the above propositions, we come to the conclusion 

that omitting the continuity condition of CPWQs can effectively 

to expand the class of discussed nonlinear systems and this is 

possible by replacing CPWQs by DPWQs.  In this paper, for the 

first time, we apply the DPWQs for designing controller and 

stability analysis of the close loop system (10). In the next 

chapter we will show that using this structure sufficiently 

decreases the conservatism and expands the field of study. 

4.  DPWQS BASED STABILITY 

ANALYSIS 
According to [22,28], if the PWQ function decreases in 

switching times, the system will be asymptotically stable [2]. 

For a hybrid system (22), the switching happens when the state 

trajectory goes across the boundary where (4) is defined as the 

switching surface. 

 xfx i
  

IiXx i  ,                                                 (22) 

Theorem2: The sufficient stability condition of a 

continuous system (22) based on discontinuous PWQs is 

presented: 

   xfxf ji 
   ji XXx                                        (23)                                                  

 

 







0)

0)

xVb

xVa

i

i

  
IixXx

Iix

i 



,0,

,0 0

                         (24)

                        

  0xVi


      
IixXx i  ,0,

          
                    (25) 

       xfCwxfCwxVxV jijijiijijji

21


 
0ijF ,

iNjIi  , , ji XXx 
                 

      (26) 

 0,,  kii XXiKIKN  

It has asymptotic stability if a selection of functions 

  IiRxxV ii  ,: and nonnegative scalars,
1

ijw ,
2

ijw , 

exist which satisfy (24)-(26) [2]. 

4.1 Controller design based on DPWQS  
In this paper, the new approach of using DPWQS for stability 

analysis and controller design is proposed [2]. 

As this method ignores the continuity condition in boundary 

nodes, it expands the search space of Lyapunov functions and 

decreases the conservatism effectively. 

The structure of DPWQs is previously defined in (15) where 
33 RPP

T

ii
: 











i

T

i

ii

i
rq

qp
P

  

Ii                                                 (27) 

where 22Rpi
, 2Rqi  , Rri  . 

The sufficient and necessary stability conditions based on 

DPWQs is formulated by theorem 3. 

Theorem3: Let IiUW ii ,, be unknown matrices with 

nonnegative inputs and Ijikw
k

ij  ,,2,...,1, be 

unknown vectors with negative inputs. Consider the following 

definitions:

   

ii

T

ii

ii

T

ii

jjjijij

T

jiiiijij

T

iij

EWEM

EUEL

KBACwEKBACwEH






21

 

                           

                                                                                                (28) 

If there exists a choice for 
iii PUW ,,  and 

Ijikw
k

ij  ,,2,...,1, that satisfies conditions (29) to 

(34) then the described system (10) will be asymptotically 
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stable and converges to equilibrium point and the proposed 

controller will be a stabilizer. 











i

T

i

ii

i
rq

qp
p Ii , 










00

0i

i

p
p 0Ii

   
   (29)     

0 ii LP 0, IiIi                                               (30) 

   0
0

0 









n

iin

I
LpI

  

0Ii                           (31) 

    0 ii

T

iiiiii

T

iii EWEKBAppKBA

0, IiIi                                                                       (32) 

       0
0

0 









n

iiiiii

T

iiin

I
MKBAppKBAI

0Ii                                                                                 (33) 

   
ijjjjijiii FKBAFKBA 

  
                             (34) 

It is clear that the DPWQs should be decreased in boundary 

nodes. Thus, the following conditions should be satisfied: 

    ij

T

ijij

T

ijijji

T

ij FHHFFppF 
 iNjIi  ,                                        

                                                                                                (35) 

Where: 

0ijF  ,   0,,  kii XXiKIKN  

Proof: Related to (15) condition (29) is equal to (24-a). 

Where IiXxxLx ii

T  ,,0 and (30) and (31) are 

equal to (24-b). 

Where IiXxxMx ii

T  ,,0 , (32) and (33) is equal to 

(25) and (34) is equal to (23). 

    sFHHFssFPPFs ij

T

ijij

T

ij

T

ijji

T

ij

T 

0,,  iji FNjIi
                      

                             (36) 

Therefore 
ji XXx  : 

   xHHxxPPx
T

ijij

T

ji

T 
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 

   
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xEwCKBAx

xKBACwEx

xKBACwExxVxV

j
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T

iii

T

jjjijij
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T

iiiijij

T

i

T
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1

2

1









             (37) 

ji XXx 
                               

For
ji XXx   we have 0xEi

and 0xE j
, so 

  xEw i

T

ij

1
 and   xEw j

T

ij

2
 are nonnegative scalars [2].  

On the other hand , 

     

     iiiiiij
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ijijiiiij
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x
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BaA
cCxKBAC
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




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
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






















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1000

                                                                                                (38) 

So (37) is equal to (26) which leads to asymptotic stability of 

(10). 

5. SIMULATION 
In this paper the considered PWA system is a two dimensional 

saturation system where the he saturation constructed the 

nonlinear part : 

 

 21212

21211

5362

5344

xxsatxxx

xxsatxxx









           

             (39) 

The saturation has the following form: 

 

 

1)53(153)3

53531531)2

153153)1

2121

212121

2121







xxsatxx

xxxxsatxx

xxsatxx

                                                                                                (40) 

 

Fig.2.State space partitions 

In Figure 2 , the system (39) is divided to 3 subspaces. The 

stability analysis is done based on DPWQs. Figures 3 to 5 show 

that the system is unstable in the absence of controller. 

 

Fig.3. variations of 1x
 related to t 

 

Fig.4. variations of 2x
related to t 
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Fig.5. variations of 2x
 related to 1x

 

5.1 Defining the System Parameters 
In this part, the system parameters for each subspace is defined 

as: 
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         (43) 

When the spaces are hyper-plane we have: 

 

 153
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1

5

5

3

3
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3
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1





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With following normal vectors 

 15312 C                                                        (45) 

 15323 C
 

5.2 Controller Design 
The PWA system (39) is rewritten as: 

 

  uxxsatxxx

uxxsatxxx





21212

21211

5362

5344




                 (46) 

To find the stabilizing controller considering to theorem 3, the 

proposed controller should satisfiy the linear and nonlinear 

conditions 30 to 35. In this paper we propose a simple tool to 

solve such a problem by converting the system to a multi 

objective nonlinear optimization problem which can be easily 

solved by a simple optimization algorithm like GA. Where the 

proposed cost function has the following structure: 
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                                                                                                (47) 

Where the GA parameters are defined in table 1. 

Table1. GA parameters  

Generation Populationsize Crossover 

100 500 0.8 

And the controlling game for each subspace is proposed as: 

]1632.09828.06556.0[

]1019.15675.02260.1[

]4319.13362.07063.0[

3

2

1







K

K

K

          

            (48) 

As it is shown in figures 6 to 8, the proposed controller 

stabilizes system (39). 

 

Fig.6. Variations of 1x
 related to t 

 

Fig.7. Variations of 2x
related to t 
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Fig.8. Variations of 2x
 related to 1x

 

6. CONCLUSION 
In this paper, a new method for stabilizing a special class of 

PWA systems is proposed. The proposed method is based on 

DPWQ Lyapunov function which decreases the conservation 

and proposes a wider class of applicable Lyapunov functions as 

it omits the continuity condition in boundary points compared 

to CPWQs. The proposed stability conditions form a BMI 

problem which is converted to a multi objective nonlinear 

optimization problem that can be solved easily by using 

optimization methods like GA. Considering the uncertainty of 

such systems and designing robust controllers is the topic of our 

future work. 
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