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ABSTRACT 
Efficient provisioning of resources is a challenging problem 

in cloud computing environments due to its dynamic nature 

and the need for supporting heterogeneous applications. Even 

though VM (Virtual Machine) technology allows several 

workloads to run concurrently and to use a shared 

infrastructure, still it does not guarantee application 

performance. Thus, currently cloud datacenter providers 

either do not offer any performance guarantee or prefer static 

VM allocation over dynamic, which leads to inefficient 

utilization of resources. Also, the workload may have 

different QoS (Quality Of Service) requirements due to the 

execution of various types of applications such as HPC and 

web, which makes resource provisioning much harder. 

Earlier work either concentrate on single type of SLAs 

(Service Level Agreements) or resource usage patterns of 

applications, such as web applications, leading to inefficient 

utilization of datacenter resources. In this paper, we tackle 

the resource allocation problem within a datacenter that runs 

different types of application workloads, particularly non-

interactive and transactional applications. We propose an 

admission control and scheduling mechanism which not only 

maximizes the resource utilization and profit, but also 

ensures that the QoS requirements of users are met as 

specified in SLAs. In our study, we find that it is important to 

take care of various types of SLAs along with applicable 

penalties and the mix of workloads for better resource 

allocation and utilization of datacenters. The proposed 

mechanism provides substantial improvement over static 

server consolidation and reduces SLA violations. 

Index Terms 
SLA, VM, HPC (High Performance Computing)  

1. INTRODUCTION 
Cloud computing has led to a paradigm shift where 

enterprises, rather than maintaining their own infrastructure, 

started to outsource their IT and computational needs to third 

party service providers [2]. The clouds are large scale 

outsourcing datacenters that host thousands of servers which 

can run multiple virtual machines (VMs) at a same time. 

Therefore, they host a huge amount of applications and 

provide users with an abstraction of unlimited computing 

resources on  a  pay-as-you- go basis. 

While there are several advantages of these virtualized 

infrastructures such as on-demand scalability of resources, 

there are still issues which prevent their widespread adoption 

[3]. In particular, for a commercial success of this computing 

paradigm, cloud datacenters need to provide better and strict 

Quality of Service (QoS) guarantees. These guarantees, 

which are documented in the form of Service Level 

Agreements (SLAs), are crucial as they give confidence to 

customers in outsourcing their applications to clouds [4]. 

However, current cloud providers give only limited 

performance or QoS guarantees. For instance, Amazon EC2 

offers only guarantees on availability of resources, not on 

performance of VMs [5] [6]. 

Resource provisioning plays a key role in ensuring that cloud 

providers adequately accomplish their obligations to 

customers while maximizing the utilization of the underlying 

infrastructure. An efficient resource management scheme 

would require dynamically allocating each service request 

the minimal resources that are needed for acceptable 

fulfillment of SLAs, leaving the surplus resources free to 

deploy more virtual machines. The provisioning choices 

must adapt to changes in load as they occur, and respond 

gracefully to unanticipated demand surges. For these reasons, 

partitioning the datacenter resources among the various 

hosted applications  is  a  challenging  task.  Furthermore,  

current  cloud datacenters host a wider range of applications 

with different SLA requirements [6] [7] [8]. For instance, 

transactional applications require response time and 

throughput guarantees, while non-interactive batch jobs1 are 

concerned with performance (e.g., completion time). 

Resource demand of transactional applications such as web 

applications tend to be highly unpredictable and bursty in 

nature [9] , while demand of batch jobs can be predicted to a 

higher degree  [10]. Hence, the satisfaction of complex and 

different requirements of competing applications make the 

goal of a cloud provider to maximize utilization while 

meeting different types of SLAs far from trivial. 

Traditionally, to meet SLA requirements, over-provisioning 

of resources to meet worst case demand (i.e., peak) is used. 

However, servers operate most of the time at very low 

utilization level which leads to waste resources at non-peak 

times [11]. This over-provisioning of resources results in 

extra maintenance costs including server cooling and 

administration [12]. Some companies such as Amazon 

(Schneider,) are trying to utilize such slack of resources in 

the form of spot “instances” by renting them out at much 

lower rate but with low performance guarantees. Similarly, 

many researchers tried to address these issues by dynamic 

provisioning of resources using virtualization, but they 

focused mainly on scheduling based on one specific type of 

SLA or application type such as transactional workload. 

Although computationally intensive applications are 

increasingly becoming part of enterprise datacenters and 

cloud workloads, still research considering such  applications 

is in infancy. Today, most of the datacenters run different 

types of applications on separate VMs without any awareness 
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of their different SLA requirements such as deadline, which 

may result in resource underutilization and management 

complexity. 

To overcome these limitations, we present a novel dynamic 

resource management action that not only maximizes 

resource usage by sharing resources among multiple 

concurrent applications owned by different users, but also 

considers SLAs of different types. We handle scheduling of 

two types of applications, namely, compute intensive non-

interactive jobs and transactional applications such as Web 

server, each having different types of SLA requirements and 

specifications. Our strategy makes dynamic placement 

decisions to respond to changes in transactional work- load, 

and also considers SLA penalties for making future 

decisions. To schedule batch jobs, our proposed resource 

provisioning mechanism predicts the future resource 

availability and schedules jobs by stealing CPU cycles, 

which are under-utilized by transac- tional applications 

during off-peak times. 

2. LITERATURE REVIEW 
There are several works that relate to our research focus 

particularly in  the  area  of constant change or  dynamic  

resource  provisioning  and allowing mixed/heterogeneous 

workloads within a cloud datacenter. We broadly classify the 

works with respect to dynamic resource provisioning such as 

scheduling mixed workloads, SLAs, and auto-scaling of 

applications. The comparison of the proposed work with 

most important existing ones, with respect to various 

parameters, is summarized in Table 1. The details of the 

related works are discussed below. 

Joint-VM provisioning approach by exploiting statistical 

multiplexing among the workload patterns of multiple VMs, 

so that the unused resources of a low-utilized VM is 

borrowed by other co-located VMs with high utilization [14]. 

It also quickly  reutilize the resources for a virtualized utility 

computing platform using “ghost” virtual machines (VMs), 

which take a part in application clusters, but do not handle 

client requests until required. These works concentrate  on 

fixed  number of VMs, while we consider variable amount of 

incoming workload [14]. 

It is require to analysis and resource provisioning for 

workloads management with considerable network and disk 

I/O requirements [16]. The management workloads scale 

with an increase in compute power in the datacenter. The 

workload for Internet applications is non-stationary; consider 

the workload mix received by a Web application for their 

mix-aware dynamic provisioning technique. Our paper also 

considers non-interactive applications define a unique 

resource-level metric (i.e., SLA) for specifying finer level 

guarantees on CPU performance [6]. This metric allows 

resource providers to dynamically allocate their resources 

among the running services depending on their demand. In 

contrast to the proposed work, they do not handle multiple 

types of SLAs and SLA penalty-related issues. 

To take advantage of virtualization features, reallocate mix 

workloads on one server machine, thus reducing the 

granularity of resource allocation [9].  Preliminary working 

model of a framework for facilitating resource management 

in service providers, which allows both cost reducing and 

achieve the QoS based on SLAs. In contrast, our work 

concentrates on handling multiple types of SLAs both for 

High Performance Computing (HPC) and Web based 

workloads with a new admission control policy. A 

decentralized and robust online clustering approach for a 

dynamic mix of heterogeneous applications on clouds, such 

as long running computationally intensive jobs, bursty and 

response-time sensitive requests, and data and IO-intensive 

analytics tasks. When compared to our approach, the SLA 

penalties are not considered [7]. A lease management 

architecture called Haizea, that implements leases as VMs, 

leveraging their ability to suspend, migrate, and resume 

computations and to provide leased resources with 

customized application environments. Again, this paper does 

not consider the issues of SLAs and QoS [8]. 

The overhead of a dynamic allocation scheme in both system 

capacity and application-level performance relative to static 

allotment. It also provided implications and guidelines for a 

proper feedback controller design in dynamic allocation 

systems. In our work, the idea of dynamic allocation is 

extended for multiple types of workloads including HPC and 

Web [17]. In contrast, we propose architecture for specifying 

and monitoring SLAs to achieve the above. It also  consider 

SLA-aware virtual resource management for cloud 

infrastructures, where an automatic resource manager 

controls the virtual environment which decouples the 

provisioning of resources from the dynamic placement of 

virtual machines. Even though the paper fulfills the SLA and 

operating costs, it does not  deal  with  SLA  penalty  related  

issues. Many researchers developed a technique that enables 

existing middleware to fairly manage mixed workloads both 

in terms of batch jobs and transactional applications. The aim 

of this paper is towards a fairness goal while also trying to 

maximize individual workload performance. But our aim is 

to efficiently utilize the datacenter resources while meeting 

the different types of SLA requirements of the applications 

[8]. 

3. OPEN ISSUES 
The aim of cloud service providers is to maximize the 

utilization of their datacenters by efficiently executing the 

user applications using minimal physical machines. It is also 

a problem to distinguish application that is either HPC or 

batch jobs and as per the demand of the job cloud data center 

need to give resource for the computation and require to 

maintain the SLA between user cloud providers. So it is 

required to manage resources such a way that unutilized 

resource on cloud data centers is utilize. Also another issue 

of executing batch jobs is parallelism of their jobs. So it is 

also hard to maintain or achieve parallel computation on 

cloud data center. 

4. CONCLUSION 
In this paper, we discussed how current cloud datacenters are 

facing the problem of underutilization and incurring extra 

cost. They are being used to run different types of 

applications from Web to HPC, which have different QoS 

requirements. This makes the problem harder, since it is not 

easy to predict how much capacity of a server should be 

allocated to each VM. Therefore, in this paper, we proposed 

a novel technique that maximizes the utilization of datacenter 

and allows the execution of heterogeneous application 

workloads, particularly, transactional and non- interactive 

jobs, with different SLA requirements. For designing more 

effective dynamic resource provisioning mechanisms, it is a 

must to consider different types of SLAs along with their 

penalties and the mix of workloads for better resource 

provisioning and utilization of datacenters; otherwise, it will 

not only incur unnecessary penalty to cloud providers but can 

also lead to under utilization of resources. 
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