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ABSTRACT 

Principal Component Analysis (PCA) is an efficient method 

for compressing high dimensional databases [1]. For image 

compression, it is called Hotelling or KL transform. The 

central idea of PCA is to reduce the dimensionality of a data 

set in which there are a large number of interrelated variables. 

[2] This reduction is achieved by transforming to a new set of 

variables, the principal components, which are uncorrelated, 

and which are ordered so that the first few retain most of the 

variation present in all of the original variables. Computation 

of the principal components reduces to the solution of an 

Eigen value – Eigen vector problem for a positive-semi 

definite symmetric matrix [2]. In spite of ordinary 

applications which utilize the PCA method for dataset 

compression, in this paper, a new method is introduced to 

compress a single image in RGB color space using the 

correlations between three Red, Green and Blue color 

domains. 
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1. INTRODUCTION 
PCA method utilizes the correlations between the elements of 

a dataset to decrease the dimensionality of it, so, the PCA 

originally is applicable to a dataset rather than a single image. 

To utilize PCA for compressing a single color image, the fact 

that there are high correlations between each color domains of 

an image is focused in this paper. In other words, the color 

components of an image could be supposed as separated 

images, so applying the PCA can help to compress the image. 

In this paper, a new method for compressing color images is 

introduced that utilizes the PCA method. 

2. PCA METHOD FOR IMAGES [4] 
A grayscale square image can be expressed with N × N pixels 

which form a 1 × N2 vector. For M images, a M × N2 matrix 

can be formed as (1): 

𝑋 =  
𝐹1

..
𝐹𝑀

 ,
𝐹1= 𝑥11 ,𝑥12 ,…,𝑥1𝑁2 

𝐹𝑀 = 𝑥𝑀1 ,𝑥𝑀2 ,…,𝑥𝑀𝑁2 
   (1) 

So, the mean vector M x  and the mean matrix  M x  and the 

covariance matrix Cx  can be defined [1], [5]; 
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𝑀 𝑥 = [𝑀 𝑥 , 𝑀 𝑥 , 𝑀 𝑥 , … , 𝑀 𝑥]𝑀×𝑁2    

𝐶𝑥 =  𝑐𝑖,𝑗  𝑀×𝑀
𝑐𝑖,𝑗 =

1

𝑁2−1
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𝑘=1

(𝑥𝑗 ,𝑘 − 𝑀 𝑥(𝑗, 1))      (2) 

The values of Cx  matrix are real values, so M Eigen vectors vi 

and M Eigen values λi can be obtained [6]. 

∀𝑖 ∈  1,2, … , 𝑀        𝐶𝑥 . 𝑣𝑖 = 𝜆𝑖 . 𝑣𝑖    (3) 

Each Eigen vector which its Eigen value is greater has more 

information [7]. If the Eigen vectors be sorted in descending 

order, the matrix V can be defined as below: 

𝑉 = [𝑣1 , 𝑣2, … , 𝑣𝑀]𝑇
𝑀×𝑀

    (4) 

That 
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The first row of the matrix V is the Eigen vector that its Eigen 

value is the largest between the Eigen values. Now the 

Hotelling transform can be applied: 

𝑌 = 𝑉. (𝑋 − 𝑀 𝑥)     ⇒       

𝑋 = 𝑉−1 . 𝑌 + 𝑀 𝑥 = 𝑉𝑇 . 𝑌 + 𝑀 𝑥   
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𝑋 𝑖, 𝑗 =   𝑣𝑖 𝑝 𝑌(𝑝, 𝑗) + 𝑚𝑖
𝑀
𝑝=1    (6) 

Processing Eigen values and Eigen vectors, if images of 

database have more correlation with each other, differences 

between Eigen values are significant. In fact the Eigen vectors 

with the highest Eigen values are the principal components of 

the database [8]. Having all components of database in 

descending order of significance, the fewer significant 

components can be ignored in order to compress the database. 

Considering the first k Eigen vectors from the M Eigen 

vectors (K<M), the X  matrix that is slightly different with X 

matrix can be retrieved. The values of X  matrix are near to 

values of X matrix, so: 

𝑉𝑘 = [𝑣1 , 𝑣2 , … , 𝑣𝑘 ]𝑇
𝑀×𝑘

   ,    𝑘 ∈ {1,2, … , 𝑀} (7) 
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𝑋 = 𝑉𝑘
−1. 𝑌 + 𝑀 𝑥 = 𝑉𝑘

𝑇 . 𝑌 + 𝑀 𝑥   (8) 

The X  matrix is compressed matrix which obtained from X 

matrix. So the compression ratio that is the ratio of the 

required memory to save X  to the required memory to save X  

can be calculated as (9) and (10): 

𝑀𝑒𝑚𝑜𝑟𝑦 𝑟𝑎𝑡𝑖𝑜 =
𝑟𝑒𝑞𝑢𝑖𝑟𝑒𝑑 𝑚𝑒𝑚𝑜𝑟𝑦 𝑡𝑜 𝑠𝑎𝑣𝑒 𝑋 

𝑟𝑒𝑞𝑢𝑖𝑟𝑒𝑑 𝑚𝑒𝑚𝑜𝑟𝑦 𝑡𝑜 𝑠𝑎𝑣𝑒 𝑋
≜

𝑚𝑒𝑚1

𝑚𝑒𝑚2
,  

         (9) 

𝑚𝑒𝑚1 = 𝑟𝑒𝑞𝑢𝑖𝑟𝑒𝑑 𝑚𝑒𝑚𝑜𝑟𝑦 𝑡𝑜 𝑠𝑎𝑣𝑒(𝑉𝑘
𝑇 , 𝑌𝑘 , 𝑀 𝑥) 

⟹  𝑀𝑒𝑚𝑜𝑟𝑦 𝑟𝑎𝑡𝑖𝑜 𝑜𝑟𝑖𝑔𝑖𝑛𝑎𝑙  𝐻𝑂𝑇𝑇𝐸𝐿𝐼𝑁𝐺  
𝑚𝑒𝑡 ℎ𝑜𝑑

=
𝑘𝑀+𝑘𝑁2+𝑀

𝑀𝑁2
         (10) 

 

3. EXTENDED PCA FOR SINGLE 

COLOR IMAGE COMPRESSION 

In [3], a PCA based method is introduced to compress a 

grayscale image. This method divides the image into several 

bands and the rows in each band are supposed as separated 

images. Taking advantage of similarities between the rows in 

each band, the PCA is applied to compress the image [3]. In 

the new method which will be explained in more details in 

this paper, the color components of a color image is extracted 

and the method that is mentioned in [3] is applied to each of 

them, but this time, instead the row similarities, the 

correlations between color components of each band are 

utilized for compression. 

A color image in RGB space consists of three color domains, 

the Red, Green and Blue domains. Figure 1 shows the Lena 

image and its R, G and B components. 

 

Fig 1: Lena and its RGB color components 

Three color components have high correlations. For example, 

from histogram point of view, figure 2 shows the histograms 

of three color components of Lena image. 

 

Figure 2: the Histograms of Red, Green and Blue 

components of Lena 

Figure 2 shows that there are strong similarities between the 

color components, especially between Green and Blue. In the 

following, each of these components is divided into several 

bands with equal widths and then, the introduced method in 

[3] is applied to these bands as follows.  

In this paper, each color component is divided into 16 

horizontal bands and the matrix Xi  which will be the ith input 

of Hotteling transform is produced. In the other words, the ith 

row of X matrix contains the brightness values of the image 

that is produced by putting three color bands of original image 

together. 

Figure 3 shows the input of Hotteling transform for 8th band. 

 

Figure 3: The input for Hotteling transform for 8th band 
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4. SIMULATION RESULTS 
Simulation results show that high compression ratios can be 

obtained by using of mentioned method. For example, the 

results of applying this method to the Lena image is shown in 

figure 4. Notice to the compression parameters – SSIM [9] 

and compression Ratio- that are shown at the bottom of each 

result. In figures 5 and 6, SSIM values vs. the percentage of 

compression ratios are plotted for Lenna and Mandrill images 

respectively. 

 

 

 

 

Figure 4: SSIM and compression Ratio for each 

component of Lena using mentioned method 

 

 
Figure 5: SSIM values vs. the percentage of compression 

ratio for Lenna image 

 
Figure 6: SSIM values vs. the percentage of compression 

ratio for Mandrill image 

5. CONCLUSIONS 
In this paper, a new PCA based method to compress color 

images is introduced which can be utilized to compress single 

image rather than a set of separated images. This method uses 

the correlations between three color components of an image. 

This method can be utilized in parallel mode to increase the 

compression speed. Furthermore, a more precise method for 

selecting the bands of image can be utilized to improve the 

performance of compression. 
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