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ABSTRACT 
A novel approach for the data leak detection in the cloud 

environment is discussed in this paper. The paper uses the 

semantic based clustering for the anomaly detection to find 

the data leak. The Clustering is further used for the 

classification to add up for the semi supervised classification. 

After classification the threat patterns are stored in the 

database for further preventive actions in the data 

transmission. The necessary theory is discussed and the 

proposed approach is discussed with the results obtained. 
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1. INTRODUCTION 
Data leakage is a problem which occurs intentionally or in an 

unintentional way. The intentional data leakage is the problem 

where the hackers try to disclose the data for fun or for any 

profit motivation. The unintentional damage is based on an 

accidental happening. Either intentional or unintentional act it 

involves in the loss of the data which leads to the loss and the 

reputation of the enterprise. This is common to every 

enterprise possessing the data and facing the trouble of 

leaking. It is also a global problem to think through since the 

data sharing is the mandate of the day for the communication. 

In the resource sharing enterprise which moves to the cloud 

computing for the distributed nature also severely suffer from 

the problem of data leakage.  

A survey says that by 2014 public IT services will exceed the 

traditional IT services by nearly five times [1]. The 

forecasting based on the cloud computing predicts that 

worldwide revenue from the public IT cloud services will 

reach 55.5 billion dollars in 2014 [2]. The cloud is prone to 

the data leakage because of its operational characteristics and 

its architecture, the chance is more because of the huge 

transactions which involves risks and challenges [3]. 

The preventive mechanism is discussed in this paper which 

deploys the semantic clustering with the semi supervised 

classification for the updating of the threat history. The threat 

repository could be further used as the detection database to 

avoid the data breaches. This paper addresses the issue of 

proactive management through the learning from the previous 

data. The idea fills the gap of semantic based threat 

identification, which is lacking in the existing methods. 

The paper is organized as section 2 discuss about the Data 

leakage prevention methods in cloud computing and the 

section 3 deals with anomaly detection techniques. Section 4 

opens the methods for classification after clustering. Section 5 

discusses the proposed method in detail with the pseudo code. 

Results are discussed in section 6. 

 

2. DATA LEAKAGE PREVENTION 

METHODS IN CLOUD COMPUTING 

An enterprise’s important and the most valuable asset is its 

data. It is always very important to device the methods to 

prevent the data leakage. In this section let us discuss on the 

methods involves with the data leakage prevention. This 

section concentrates on this problem in cloud environment.  

Data is the valuable asset which should be secured when it is 

at rest, motion and it is in use. The data leak prevention 

method is the one where the data at any stage should be 

assured in safe. The main objective of any data leakage 

prevention method is defined as follows [4] 

o To trace and record the perceptive data or 

information throughout the venture. 

o To watch and manage the travel of the perceptive 

data across the business enterprise. 

o To watch and manage the travel of the perceptive 

data in the area of end user. 

The various data leak prevention methods are discussed here. 

There are three types of data leakage prevention methods are 

in practice [5]. They are briefed as  

a)  Network based methods – this type of data leak 

prevention mechanisms work through the data which are 

transferred through the network. It normally detects the 

data which is in motion. 

b) Endpoint based methods – This type of mechanism 

work at the user’s point .They normally used to detect the 

data leakage from the accessing point. 

c) Embedded based methods – These methods deploy 

the customized tools which are embedded within an 

application. 

3. METHODS FOR ANOMALIES 

DETECTION 
Computer security measures normally spotlight on the 

preventing mechanisms like authentication process, filtering 

the data or malicious information, and encryption of the 

messages, but another significant surface is detecting attacks 

once the preventive measures are violated [6]. In order to 

proceed in this situation, analysis of huge volume of data to 

done. Two general methods are used to tackle the above said 

situation say Signature or misuse detection and anomaly 

detection. The first method looks for prototype indicating 

familiar attacks where as the second method deviation from 

the normal behavior pattern. Signature detection normally 

suits for the attack which are previously known but not 

guaranteed for the new detection or unknown attacks. 

Anomaly detection methods are very well suited for the 
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unknown or the new attacks. It could provide an alarm about 

the new detections. 

Anomaly detection is inspired by the biological immunology. 

Forrest et al. [7] observe that the immune system of our body 

works by the identification of the foreign bodies which is 

previously unknown and molest them. Anomaly detection 

could be classified under the following categories such as [8] 

o Point Anomaly Detection  

o Contextual Anomaly Detection 

o Collective Anomaly Detection 

o Online Anomaly Detection 

o Distributed Anomaly Detection 

Clustering based anomaly detection is placed under the point 

anomaly detection where the idea for the detection is that the 

data with normal behaviour belongs to the cluster which is 

large and dense, but the anomalous data doesn’t belong to the 

cluster represented previously. This could be further classified 

into semi supervised method and unsupervised method. The 

advantage of using the clustering based methods are that it is 

need not to be supervised which is application in many of the 

applications in the real world domains. At the same time the 

drawbacks of this method is it doesn’t expected to be working 

well if the normal patterns do not create any clusters, When 

the data belongs to be high dimensional distance couldn’t be 

an effective metric. 

Contextual anomaly detection works with the base idea that to 

Identify a context around a data instance and then to identify 

whether the data instance is anomalous by a group of 

behavioral characteristics. The advantage in this method is 

this detection technique is useful when the anomalies are 

tough to be detected in the global perspective. 

4. METHODS FOR CLASSIFICATION 

AFTER CLUSTERING 
Classification is a supervised learning where the part of the 

data set is used for the training and the rest of the dataset is 

used for the verification and classification. Semi supervised 

classification is the learning where the classifier is built using 

the labeled and unlabeled training dataset [9]. In this 

technique the unlabeled samples enhances the accuracy of the 

classifier. The idea used in [10-12] is they first use the 

clustering concept to cluster the dataset and the cluster results 

are used for the classification. The semi-supervised approach 

used in [13] applies the hierarchical clustering and then 

classify the dataset.  

The approach used in [14] is with the basic assumption for the 

documents in a collection are that each class is composed of a 

number of mixture components. By identifying the 

components in the document collection, the classes of 

documents can thereby be identified from each other. A semi-

supervised clustering method is proposed to identify the 

components (clusters), and further, unlabeled data is used to 

produce more accurate clusters in document collection to 

correspond the components of document classes. 

Clustering has been used in the literature of text classification 

either as an approach for dimensionality reduction or as a 

technique to enhance the training set. In the second case, the 

enhancement is achieved either by extending the feature 

vectors of the training examples with new features derived 

from clustering or by expanding the training set with new 

examples derived from a large set of unlabeled data[15]. 

5. PROPOSED METHOD  
In this paper we discuss a framework for the proactive 

security mechanism in cloud computing to solve the data 

leakage problem. This framework works with the semantic 

analysis and then the clustering of the dataset is done based on 

the similarities and the anomaly is detected for the leakage. 

The next step is to classify the data leakage threat. After 

classification the history of the threats is being update. This 

history of the threats serves as the basic repository for the 

avoidance of the data leakage in the future. 

Reactive mechanisms are discussed in the literature but the 

novel approach for the proactive mechanism is devised in this 

paper. This is done is two steps, first is the anomaly detection 

is done for the data leak detection. Contextual clustering 

process is employed for the anomaly detection. Since the 

clustering process solely disturbed by the dissimilarities, this 

is tackled by the contextual part. The classification step is 

used for the identification or grouping of the patterns which 

could cause the data loss. 

Pseudo code 

Step 1: Semantic clustering for the anomalous 

detection 

INPUT: Semantically analyzed dataset, database for the 

threat patterns 

BEGIN 

  Mapping of Semantic component with the dataset 

 Grouping and ranking based on the dataset 

END 

OUTPUT: Semantic clusters with top ranks and the 

irrelevant clusters with lower rank 

Step 2: Semi supervised classification  

INPUT: Semantic ranked clusters 

BEGIN 

 Training labels construction based on the semantic 

scoring 

 Constructing the classifier with the semi supervised 

learning  

END 

OUTPUT: Anomalous behavior patterns 

Step 3: Updating of the history of threats 

INPUT: Anomalous behavior patterns 

BEGIN 

 Database update with the anomalous behavior 

patterns 

END 

OUTPUT: Updated Database for threats 

6. RESULTS AND DISCUSSION 
The environment is simulated and the following screenshots 

shows the semantic clustering and the anomaly is shown in 

the different color 
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Fig 1 : Semantic clustering when cluster center = 9 

 

Fig 2 : Semantic clustering when cluster center = 13 

 

Fig 3: Semantic clustering when cluster center = 15 

 

Table 1: Comparison based on the Micro F1 measure 

Number 

of data in 

each class 

Co-

trainin

g 

TSVM CBC Proposed 

Method 

1 0.23 0.41 0.48 0.56 

2 0.46 0.483 0.58 0.62 

4 0.556 0.54 0.62 0.73 

8 0.62 0.6 0.66 0.76 

16 0.67 0.66 0.69 0.81 

 

Fig 4: Comparison based on the Micro F1 measure 

Table 2: Comparisons of Classification Error in %. 

Error Criterion REL- 

ML 

ABS 

SIG 

Proposed 

method 

Omission error 3.04 4.64 2.98 

Commission error 1.15 2.79 1.04 

Class Averaged 

Error 

2.095 3.715 2.01 

Total error 1.95 3.58 1.82 

 

Fig 5: Comparisons of Classification Error in %. 
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7. CONCLUSION 
The paper discusses the preventive mechanism that could be 

employed in the cloud environment for the detection of the 

data loss. This approach is quite useful since the semantic 

concept of the data is included for the clustering process 

which is often neglected in the Data loss prevention 

techniques. The idea of semi supervised classification is 

introduced and the results are shown. The future work could 

be concentrated on extending the work to the network 

intrusion detection. 
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