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#### Abstract

Now a day's networks grow to become more and more complicated. Network can be wireless or wired with number of nodes. The problem remains the same in order to get best performance of packet delivery. There is need to find shortest path in order accomplish the delivery of packet. It's very difficult task to manage the load balance in between traffic and routing packets to the destination. Those nodes carrying excess data can become congested in network and chance to data lost. The nature gives the solution to managing the load balancing in between network to handle largest influx of traffic. The ants goes outside for finding their foods and come to their nest. The ants move across the network in between randomly chosen pairs of nodes; as they move they deposit simulated pheromones as a function of their distance from their own source node, and the congestion encountered on their root. They select their path at each intermediate node according the distribution of simulated pheromones at each node. For each intermediate node the calls come from source to reach destination as a function of pheromone distributation at each intermediate node. The performance of the network is measured by load balancing in network, performance ratio, and packet loss ratio as compared to open shortest path first algorithm.
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## 1. INTRODUCTION

Load balancing is a technique to spread work between two or more computers/networks, other resources in order to get optimal maximize throughput, minimize response time and resource utilization in network. Load balancing can be useful when dealing with redundant communications (networks) links. Load balancing is basically the construction of call routing schemes which successfully distribute the changing load over the networks and minimize lost calls. Absolutely it is possible to determine the shortest routes from every node to every other node in the network. In this way the average utilization of nodes will be minimized, but it is not necessarily the ideal way to avoid congestion of node, as this has to do with how the traffic on the network is distributed. This type distributed system controlling by means of a single central controller has several disadvantages. The controller usually needs to have current knowledge about the entire system, necessitating communication links of system from every part of the system to controller. Since technology growing faster, people are more interested to finding ways that connect each other faster than last one. However many technologies invented for this problem, some that are highly effective in individual cases. Ants first evolved 120 million years ago, they found more than 10,000 different species. They leaved in
different colonies. For moving from one place to other ants having ability to create their own path called as "ant streets". Streets are in the form of long, bidirectional lanes of single pathways in which they navigate landscapes in order to reach a destination in optimal time. Ants drop the pheromone on the ant streets which guide them using a shortest path mechanism. This technique allows finding optimal minimum path. In the year 1990's Computer Scientist researched new routing algorithm in result Ant Colony Optimization, it minimize number of nodes that are useful to connect in order to complete network and minimizing load and increasing reliability. Marco Dorigo and Thomas Stutzle gave the design to implement ANTNet, it conclude how the algorithm perform and how it could be further implement [16].

## 2. LITERATURE, SURVEY

### 2.1 The Ants

Ant as a single individual has a very limited effectiveness. But as a part of a well-organized colony, it becomes one powerful agent, working for the development of the colony. The ant lives for the colony and exists only as a part of it. Ant colonies are sometimes described as superorganism because it appears to operate as a unified entity. Each ant is able to communicate, learn, cooperate, and all together they are capable of develop themselves and colonies a large area. They manage such great successes by increasing the number of individuals and being exceptionally well organized. The self organizing principles they are using allow a highly coordinated behavior of the colony, furthermore bring them to accomplish complex tasks, whose difficulty far exceed the individual capabilities of a single ant. Ants communicate to one another by laying down pheromones along their trails, so where ants go within and around their ant colony is a stigmergic system. Similar phenomena can be observed for some animals, such as termites, which use pheromones to build their very complex nests by following a simple decentralized rule set. In many ant species, ants walking from or to a food source, deposit on the ground a substance called pheromone. Other ants are able to smell this pheromone, and its presence influences the choice of their path, that is, they tend to follow strong pheromone concentrations. The pheromone deposited on the ground forms a pheromone trail, which allows the ants to find good sources of food that have been previously identified by other ants[16].

### 2.2 Ants and Pheromones

The ants begin by walking randomly. They cannot see the ground and have a very limited view of what is around them. Therefore, if the ground has not been explored yet, they will just wander and take random decision at each crossroads. After a while, the places around the nest will be all explored. The ants will get to know that by the marking done by the previous ants. Indeed, they will leave behind them the famous pheromones and inform the other ants that the way is already explored.


Fig. 1: Ants have ability to take decision
The concentration of pheromones depends on the number of ants who took the way, the more ants taking the way, the more pheromones. The configuration is as shown in figure 1.2: the nest of a colony of ants is connected to the food via two bridges of the same length. In such a setting, ants start to explore the surroundings of the nest and eventually reach the food source. Along their path between food source and nest, ants deposit pheromones. Initially, each ant randomly chooses one of the two bridges. However, due to random fluctuations, after some time one of the two bridges presents a higher concentration of pheromones than the other and, therefore, attracts more ants. This brings a further amount of pheromone on that bridge making it more attractive with the result that after some time the whole colony converges toward the use of the same bridge


Fig. 2: Ants exploring the double bridge
The ants taking the shorter path will reach the food source before the others, and leave behind them the trail of pheromones. After reaching the food, they will turn back and try to find the nest. At the cross, one of the paths will contain pheromones although the other one will be not explored. Hence the ant which carries the food will take the path already explored, as it means it is the way to the nest. As the ant is choosing the shortest way and will continue to deposit pheromones, the path will therefore become more attractive for others. The ants who took the long way will have more probability to come back using the shortest way, and after some time, they will all converge toward using it. Consequently, the ants will find the shortest path by themselves, without having a global view of the ground. By taking decision at each cross according to the pheromones amount, they will manage to explore, find the food, and bring it back to the nest, in an optimized way.

## 3. PROBLEM FORMULATION

In telecommunication network, the calls between two nodes are routed through number of intermediate hopes. Load balancing it is the process of constructing calls in network and
distribute data in network without loss. Ant Based Control to managing load balance in network is suitable. Following are the parameters used to implement artificial ant in network

### 3.1 Pheromone Table Update Criteria

In a computer-based simulation, the ants are replaced by agents who will explore the ground; let pheromones and once the goal reached try to come back. Goss et al., developed a model to explain the behavior observed in the double bridge experiment. Assuming that after $t$ time units since the start of the experiment, m 1 ants had used the first bridge and m 2 the second one, the probability p1 for the $(\mathrm{m}+1)$ th ant to choose the first bridge can be given by:

$$
p_{1(m+1)}=\frac{\left(m_{1}+k\right)^{h}}{\left(m_{1}+k\right)^{h}+\left(m_{2}+k\right)^{h}}
$$

where parameters k and h are needed to fit the model to the experimental data. The probability that the same $(m+1)$ th ant chooses the second bridge is $\mathrm{p} 2(\mathrm{~m}+1)=1-\mathrm{p} 1(\mathrm{~m}+1)$. Monte Carlo simulations, run to test whether the model corresponds to the real data, showed very good fit for $\mathrm{k}=20$ and $\mathrm{h}=2$.

### 3.2 How Calls are Route in Network?

To determine look for a call artificial ants look in pheromone table before moving from source node to destination. Routes are valid if destination is clear to reach the ant. If route is congested then newly arriving call pressure the load on exiting node, it means open the delay mechanism. The relationship between calls, nodes, pheromone table and ants as follows.


Fig. 3: Relationship between calls, node utilization, pheromone tables and ants.

## 4. METHODOLOGY

### 4.1 AntNet Algorithm

The AntNet first version, presented in 1997 [Dorigo et al 97], will be denominated AntNet1.0, and the second version published in 1998 [Dorigo et al 1998] will be called AntNet2.0.

Suppose a data network, with N nodes, where s denotes a generic source node, when it generates an agent or ant toward a destination d. Two types of ants are defined:

1. Forward Ant, denoted $F_{s \rightarrow d}$, which will travel from the source node $S$ to a destination $d$.
2. Backward Ant, denoted $B_{s \rightarrow d}$ that will be generated by a forward ant $F_{s \rightarrow d}$ in the destination d, and it will come back to $s$ following the same path traversed by $F_{s \rightarrow d}$, with the purpose of using the information already picked up by $F_{S \rightarrow d}$ in order to update routing tables of the visited nodes

Every ant transports a stack $S_{S \rightarrow d}(k)$ of data, where the k index refers to the ke-st visited node, in a journey, where $S_{S \rightarrow d}(0)=\mathrm{s}$ and $S_{S \rightarrow d}(m)=\mathrm{d}$, being m the amount o
jumps performed by $F_{S \rightarrow d}$ for arriving to d. Let $\square$ be any network node; its routing table will have N entries, one for each possible destination. Let $j$ be one entry of $\square$ routing table (a possible destination). Let $N_{k}$ be set of neighboring nodes of node $\square$. Let $P_{j i}$ be the probability with which an ant or data packet in $\square$ jumps to a node i , $\mathrm{i} \in N_{k}$ when the destination is $\mathrm{j}(j \neq k)$. Then, for each of the N entries in the node k routing table, it will be $N_{k}$ values of $P_{j i}$ subject to the condition:

$$
\sum_{i \in N k} P_{i j}=1 ; j=1, \ldots, N
$$

The following lines show AntNet pseudo code, using the symbols and nomenclature already presented:

## BEGIN

\{Routing Tables Set-Up: For each node $k$ the routing tables are initialized with a uniform distribution:

$$
P_{i j}=\frac{1}{N_{k}}, \forall i \in N_{k}
$$

DO always (in parallel)
\{
STEP 1: In regular time intervals, each node s launches an $F_{s \rightarrow d}$ ant to a
randomly chosen destination d .
$/ *$ During its trip to d , when $F_{S \rightarrow d}$ reach a node $\mathrm{k},(\mathrm{k} \neq \mathrm{d})$, it does step 2*/

DO (in parallel, for each $F_{s \rightarrow d}$
\{
STEP 2: $F_{S \rightarrow d}$ pushes in its stack $S_{S \rightarrow d}(k)$ the node $\square$ identifier and the time elapsed between its launching from $s$ to its arriving to $\square$.
$F_{s \rightarrow d}$ selects the next node to visit in two possible ways:
(a) It draws between i nodes, $\mathrm{i} \rightarrow N_{k}$, where each node i has a $P_{d i}$ probability (in the $\square$ routing table) to be selected.

IF the node selected in (a) was already visited
(b) It draws again, but with the same probability for all neighbor nodes $\mathrm{i}, \mathrm{i} \rightarrow N_{k}$. Fs $\rightarrow \mathrm{d}$ jumps to chosen node.
IF the selected node was already visited
STEP 3: A cycle is detected and $F_{s \rightarrow d}$ pops from its stack all data related to the cycle nodes, since the optimal path must not have any cycle. $F_{s \rightarrow d}$ comes back to step 2 (a).

## END IF

## END IF

\} WHILE jumping node $\neq \mathrm{d}$
STEP 4: $F_{s \rightarrow d}$ generates another ant, called backward ant $B_{s \rightarrow d} . F_{S \rightarrow d}$ transfers to
$B_{S \rightarrow d}$ its stack $S_{S \rightarrow d}$ and then dies.
$/ * B_{S \rightarrow d}$, will follow the same path used by $F_{S \rightarrow d}$, but in the opposing
direction, that is, from d to $\mathrm{s}^{* /}$
DO (in parallel, for each $B_{S \rightarrow d}$ ant)
\{
$/ *$ When $B_{S \rightarrow d}$ arrives from a node $\mathrm{f}, \mathrm{f} \in N_{k}$ to a $\square$, it does step $5 * /$

STEP 5: $B_{s \rightarrow d}$ updates the $\square$ routing table and list of trips, for the entries regarding to nodes $\square$, between $\square$ and d inclusive, according to the data carried in $S_{s \rightarrow d}\left(k^{\prime}\right)$.

IF $\square \neq \mathrm{s}$
$B_{S \rightarrow d}$ will jump from k to a node with identifier given by
$S_{s \rightarrow d}(k-1)$
END IF
\} WHILE ( $\square \neq \mathrm{s}$ )
\}
\}

END
END
The routing table and list of trips updating methods for $k$ are described as follows:

1. The k routing table is updated for the entries corresponding to the nodes $\square$ ' between $\square$ and d inclusive. For example, the updating approach for the d node, when $B_{s \rightarrow d}$ arrives to $\square$, coming from f , $\mathrm{f} \in N_{k}$ is explained, next:

A $P_{d f}$ probability associated with the node f when it wants to update the data corresponding to the d node is increased, according to:

$$
P_{d f} \leftarrow P_{d f}+(1-\tilde{\Gamma}) \cdot\left(1-P_{d f}\right)
$$

where $r^{\prime}$ is an dimensional measure, indicating how good (small) is the elapsed trip time T with regard to what has been
observed on average until that instant. Experimentally, $r$ ' is expressed as:

$$
\dot{\Gamma}=\left\{\begin{array}{c}
\mathrm{T} \mathrm{c} \geq 1 \quad \frac{\mathrm{~T}}{c \mathrm{a}}<1 \\
\text { otherwise }
\end{array}\right.
$$

1
where: $\mu$ is the arithmetic observed trip time T average. c is a scale factor experimentally chosen like 2 (Dorigo 1997). More details about r' and its significance can be found in (Dorigo 1997).

The other neighboring nodes $(j \neq f) P_{d f}$ probabilities associated with node $\square$ are diminished, in order to satisfy equation (1), through the expression:

$$
P_{d f} \leftarrow P_{d f}+(1-\dot{\Gamma}) \cdot P_{d f} \quad \forall j \in N k, j \neq f
$$

A list $\operatorname{trip}{ }_{k}$ ? $i \sigma i^{2}$, ? $\mathrm{i}, \sigma i^{2}$ of estimate arithmetic mean values ${ }^{2} i$ and associated variances $\sigma i^{2}$ for trip times
from node k to all nodes $\mathrm{i}(\mathrm{i} \neq \mathrm{k})$ is also updated. This data structure represents a memory of the network state as seen by node k . The list trip is updated with information carried by $B_{s \rightarrow d}$ ants in their stack $S_{s \rightarrow d}$. For any node pair sourcedestination, $\mu$ after $(n+1)$ samples ( $n>0)$ is calculated as follows:

$$
?_{n-1}=\frac{n ?_{x}+x_{n}+1}{n+1}
$$

where: $\mathrm{xn}+1$ trip time T sample $\mathrm{n}+1$, $\mu$ n arithmetic mean after n trip time samples [16].

## 5. GRAPHICAL RESULTS

The networks become nowadays more and more complicated, with moving nodes, varying loads, etc. The users however expect more quality and more services despite the growing complexity of the networks. The theses which will be analyzed in the following study some adaptations of the Ant Colony Optimization to routing protocols, and often compare its efficacy to the current routing algorithms. Most of the papers see in the ACO a great tool for wireless Ad Hoc networks as it has a strong capacity to adapt to changes. However, some new algorithms based on ACO are also analyzed for wired networks and are giving encouraging results.
The comparison between ACO and traditional routing algorithms is done with analyzing:

- The performance ratio of packet delivery
- The energy consumption by nodes
- The packet delaying ratio


### 5.1 Performance Ratio of Packet Delivery

In below graph, ACO in red color gives good performance as compare to OSPF by managing load balancing in the network. It shows the performance in percentage (\%). For 20 nodes ACO gives $70 \%$ performance and OSPF gives $50 \%$ performance. See Fig, 4.


Fig 4: Success ratio between ACO and OSPF

### 5.2 Energy Consumption by Nodes

For delivering a packet to the destination from source some energy is required. ACO consume less energy than OSPF as shown in below graph (red dotted line). OSPF take more energy to deliver packets to the destination. See Fig, 5.


Fig 5: Energy consumption between ACO and OSPF

### 5.3 Packet Delaying Ratio

Due to network congestion and overhead OSPF delaying to deliver the packet to the destination, for delivering 100 packets to destination OSPF take 250 mili-seconds (MS). In other hand ACO take only 200 MS to deliver the packets to the destination. See Fig, 6.


Fig 6: Packet Delaying between ACO and OSPF

## 6. CONCLUSION

As we know the current telecommunication networks suffer from network issues such as network congestion which causes failing of calls in network. For that purpose required routing algorithm as well load sharing algorithm to minimize the effect of congestion. This Java Simulation show that how loads (large traffic as well as large packets) in the network should be managed to get optimal resource utilization, maximize throughput, and minimize response time with comparing Ant Colony Optimization Algorithm and Open Shortest Path First (OSPF). As a result I found that Any Colony Optimization (ACO) is better method than OSPF for balancing the load in network to increasing performance ratio of packet delivery in the networks.
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