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ABSTRACT 

The main objective of watermarking is to protect a digital 

content from unauthorized redistribution and copying by 

enabling ownership provability over the content. The goal of 

digital watermarking is to insert a robust and imperceptible 

watermark into the digital content such that the mark does not 

destroy the value of the content, and the mark is hard to be 

removed by attackers without destroying the utility of content. 

The measurement of the value of the content is closely related 

to the data type and its intended use.  

We have proposed a new marking scheme called as improved 

watermarking. Watermarking scheme first generates the bit 

string of fixed length. The mark bit is computed with the help 

of watermark bit and mask bit, which is used to mark the 

certain bit location of the attribute value.  

General Terms 

Relational Database Security, Improved Watermarking on 

Relational Database 

Keywords 

Digital watermarking, relational database systems, copyright 

protection, ownership verification, imperceptibility, 
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1. INTRODUCTION 
The watermarking software introduces small errors into the 

object being watermarked. These intentional errors are called 

marks and all the marks together compose the watermark. The 

marks must not have a significant impact on the usefulness of 

the data and they should be placed in such a way that a 

malicious user cannot destroy them without making the data 

less useful. Thus, watermarking does not prevent copying, but 

it prevents illegal copying by providing a means for 

establishing the original ownership of a redistributed copy [1] 

[2] [3]. Most of these techniques were initially developed for 

still images [4] and then extended to video [5] and audio 

sources [6] [7]. 

The increasing use of databases in applications is creating a 

similar need for watermarking databases. For example, in the 

semiconductor industry, parametric data on semiconductor 

parts is provided primarily by three companies: Aspect, IHS, 

and IC Master. They all pay a large number of people to 

manually extract part specifications from datasheets. They 

then license these databases at high prices to design engineers. 

Companies like Acxiom have compiled large collections of 

consumer and business data. In the life sciences industry, the 

primary assets of companies such as Celera are the databases 

of biological information. The Internet is exerting huge 

pressure on these data providers to create services that allow 

users to search and access databases remotely. While this 

trend is a fortunate thing to end users, it is exposing the data 

providers to the threat of data theft. They are therefore 

demanding capabilities for identifying pirated copies of their 

data. Watermarking on text data [8] and software [9] differs 

from database watermarking. 

We suggest that rights management of relational data through 

watermarking should become an important topic for database 

research. Database relations that can be watermarked have 

attributes which are such that changes in a few values do not 

affect the applications. But are there real-world datasets that 

can tolerate a small amount of error without degrading their 

usability? Consider the ACARS meteorological data used in 

building weather prediction models [10]. The wind vector and 

temperature accuracies in this data are estimated to be within 

1.8 m/s and 0.50 C respectively [10]. The errors introduced by 

watermarking can easily be constrained to lie within the 

measurement tolerance in this data. Later in the paper, we 

report experimental results using a forest cover dataset. It 

contains measurements for variables such as elevation, aspect, 

slope, distance to hydrology and roadways, soil type, etc. 

Small changes in some of the measurements do not affect the 

usability of this data.  

2. WATERMARKING MODEL 
In general, any watermarking system consists of three 

modules such as watermark embedding, attacker channel, and 

watermark extraction.  Each module along with its input and 

output is shown in the figure 1. 

2.1 Watermark Embedding 
Embedding module is responsible for insertion of watermark 

bit string into the relational database. Generally inputs for 

embedding module are i) watermark bit string to be 

embedded, ii) original database iii) secret key. By using the 

insertion algorithm, certain bit locations in the database are 

altered. Output of encoder module is watermarked database. 

2.2 Attacker Channel 
As watermarked database is publically available for use, it can 

be accessed by number of database users. If certain users are 

malicious, they can try to destroy the original watermark and 

insert their own. Thus watermarked database can undergo 

with different types of attacks such as subset selection, subset 

deletion, and subset alteration. 
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Figure 1: Watermarking Model

2.3 Watermark Extraction 

Input for extraction module is watermarked database. 

Extraction module is responsible for detecting the watermark 

bit string in the marked database. Detection algorithm verifies 

the bit locations which are marked by the insertion algorithm 

and validates the identity of the mark. Output of decoder 

module is extracted watermark bit string from the database. 

3. WATERMARKING SYSTEM  
Watermarking scheme consists of two algorithms, watermark 

insertion and watermark detection. Our improved 

watermarking scheme is developed by extending the 

watermarking scheme, which was proposed by Agrawal et al. 

for watermarking relational databases [11] [12].  

 Consider a database relation R with primary key P and v 

numerical attributes A0, . . ., Av-1. Assume that it is acceptable 

to change one of ρ least significant bits in a small number of 

numeric values. The relation has η tuples and a fraction 1/γ of 

them will be used for watermarking.  

The owner of R has a secret key K. A cryptographic 

pseudorandom sequence generator [13] [14] S is used to select 

tuples, attributes, bits, and decide how to change the bits in 

watermarking. Such a pseudorandom sequence generator 

produces a sequence of numbers from an initial seed. Without 

the knowledge of the seed, it is infeasible to compute the next 

number in the sequence. Different seeds lead to different 

sequences. For each tuple r, S is seeded with the primary key 

r.P concatenated with the secret key. Let Si (K, r.P) denote the 

ith number in the sequence generated by S. The values of Si (K, 

r.P) are uniformly distributed for different primary key 

values. 

3.1 Watermark Insertion 
The algorithm as shown in figure 2 inserts the watermark of 

buyer n into relation R. For each tuple r of R, the algorithm 

seeds the sequence generator S with the concatenation of the 

secret key K and the primary key r.P of the tuple. If the first 

sequence number S1(K, r.P) mod γ = 0, the tuple is selected. 

Therefore, on average, one out of γ tuples are selected. For 

each selected tuple, the algorithm selects exactly one attribute; 

in particular, it selects attribute i if S2(K, r.P) mod v = i. 

Similarly, it selects least significant bit j from the selected 

attribute if S3(K, r.P) mod ρ = j. On the other hand, the 

algorithm computes a mask bit x according to S4(K, r.P); if 

S4(K, r.P) is even, then x = 0 else x = 1. It also selects a 

watermark bit fl if S5(K, r.P) mod L = l. Finally, the algorithm 

XOR’s the watermark bit with the mask bit and assigns the 

selected bit with the XOR’ing result. The purpose of using 

mask bits is to hide the distribution of watermark bits. Note 

that all selections and computations in watermark insertion are 

based on Si(K, r.P) which are uniformly distributed. On 

average, η/γ bits (or tuples) are used to embed a watermark, 

and each watermark bit fl is embedded η/(γL) times. Also, note 

that the secret key is involved in every step of the process. 

Without knowing the secret key and without comparing 

multiple watermark copies, buyers are prevented from 

knowing where the watermark is embedded. 

Input: 

1. The relation R with scheme (P, A0, . . ., Av-1) 

2. The private key K is known only to the owner of the 

database. 

3. The parameters γ, ν, and ρ  are also private to the 

owner. 

4. Watermark of buyer n: F(K,n) = H(K|n) 

 // F(K,n) = (f0, . . ., fL-1) 

Output: 

1. Watermarked relation R 

Algorithm: 

1) for each  tuple r 𝜖 R do  

2)       if (S1(K, r.P) mod γ equals 0) then  // mark this tuple 

3)         attribute_index i = S2(K, r.P) mod v  

           // mark attribute Ai 

4) bit_index j = S3(K, r.P) mod ρ  

        // mark least significant bit j 

5) mask_bit x = 0 if S4(K, r.P) is even; x = 1 otherwise 

6) watermark_index l = S5(K, r.P) mod L 

7) watermark_bit f = fl    

             //select watermark bit l 

8) mark_bit m = x ⊕ f 

9) set least significant bit j of r.Ai to m. 

10) return R 

Figure 2: Watermark Insertion Algorithm 

3.2 Watermark Detection 
In watermark detection, a merchant of database relation R 

would like to determine whether another relation R’ was 

pirated from R and, if so, identify the attacker who distributed 

R’ without authorization. If R’ is pirated, the algorithm 
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assumes that the primary key attribute values as well as the 

order among marked attributes have not changed (or else can 

be recovered). Note that R’ may consist of only a subset of 

original tuples; it may include some additional tuples that 

were not in R, and some bit values in R’ could have been 

changed by the attacker before detection.  

 The algorithm as in figure 3 initiates a watermark template F 

= (f0, . . ., fL-1) as (?,. . ., ?), where ―?‖ indicates that a mark bit 

is in an unreadable state. It then locates the marked bits 

exactly as the insertion algorithm does. From each marked bit, 

the algorithm extracts a watermark bit fl by XOR’ing the bit 

value with a computed mask bit. If the marked bit has been 

changed by the attacker, the extracted fl may not match its 

original value. The algorithm uses two counting variables 

count[l][0] and count[l][1] to indicate the number of times 

that fl is extracted to be 0 and 1, respectively. After all marked 

bits are checked, the algorithm assigns 0 (or 1, respectively) to 

fl if the ratio count[i][0]/( count[i][0]+count[i][1]) (or 

count[i][1]/( count[i][0]+count[i][1]) , respectively) is greater 

than τ , where τ 𝜖 (0.5, 1) is a real parameter that is related to 

the assurance of the detection process.  

 A attacker is detected in a subroutine detect if the recovered 

watermark template F = (f0, . . ., fL-1) matches one of the N 

buyers’ watermarks, which is computed in the same manner 

as the insertion algorithm.  

Input: 

1. The watermarked relation R’ with scheme (P, A0, . . 

., Av-1) 

2. K, γ, v, ρ are the same as in watermark insertion 

Output: 

1. Detected watermark bit string 

2. Buyer number 

Algorithm: 

1)// initiate watermark template and counts 

2)   watermark template F = (f0, . . ., fL-1) = (?,. . ., ?) 

3) //’?’// represent an unknown value 

4) for each i = 0 to L-1 do count[i][0] = count[i][1] = 0  

5) // count[i][0], count[i][1] are votes for fi to be 0 and 

1 respectively 

6)   // scan all tuples and obtain counts for each watermark bit  

7) for each tuple r 𝜖 R’ do  

8)       if (S1(K, r.P) mod γ equals 0) then                          

//  this tuple was marked 

9)         attribute_index i = S2(K, r.P) mod v                          

//  attribute Ai was marked 

10) bit_index j = S3(K, r.P) mod ρ                      

//  bit j was marked 

11) if least significant bit  j of r.Ai does not exist , then 

12)  skip to the next tuple 

13) mark_bit m = least significant bit  j of r.Ai 

14) mask_bit x = 0 if S4(K, r.P) is even; x = 1 otherwise 

15) watermark_bit f  =  m ⊕  x 

16) watermark_index i = S5(K, r.P) mod L 

17) count[i][f] = count[i][f] + 1                 

// update the votes 

18)  // recover watermark 

19) for each i = 0 to L-1 do 

20) if count[i][0] +  count[i][1] = 0 then return none 

suspected 

21) fi  = 0 if count[i][0]/( count[i][0]+count[i][1]) > τ ; 

22) fi  = 1 if count[i][1]/( count[i][0]+count[i][1]) > τ ; 

23) return none suspected otherwise 

24) F = (f0, . . ., fL-1) 

25) // determine a attacker 

26)   Buyer n = detect (F, K, L, N)                    // detect a 

attacker based on template F 

27)   if  n  ≥ 0 then return buyer n is the attacker 

28)   else return none suspected 

29) // subroutine: detect a attacker 

30)   detect (template F, secret key K, watermark length L, 

number of buyers N) 

31)  for each buyer n = 0 to N-1 do 

32)              F’ = H(K|n) 

33)             if F matches F’ then return n 

34)   return - 1  

Figure 3: Watermark Detection Algorithm 

4. EXPERIMENTAL STUDY 
This section focuses on the results of proposed improved 

watermarking system for relational databases. Experiments 

are performed using the Forest Cover Type dataset, available 

from the University of California–Irvine KDD Archive.  

http://www.kdd.ics.uci.edu/databases/covertype/covertype.ht

ml.  

The dataset has 5, 81,012 rows, each with 61 attributes. We 

have added an extra attribute called id to serve as the primary 

key. We have selected the first ten integer-valued attributes 

along with first 1,00,000 tuples as candidates for 

watermarking. We assume that the primary key of the relation 

R consists of a single attribute P and 10 attributes are 

available for watermarking. Forest Cover Type dataset 

schema is as shown in figure 4 and detailed snapshot is as in 

figure 5. 

 Watermark insertion as well as detection algorithms are 

implemented by using JAVA on Net Beans IDE 6.1RC2, 

along with database program MySQL server 5.1 running at 

back end.  
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Figure 4: Forest Cover Type Dataset Schema 

 

Figure 5: Forest Cover Type dataset 

4.1 Experimental Results of Improved 

Watermarking 
Some experimental results are reported here. We run 

experiments on MySQL Server 5.1 using JDBC connectivity 

on a Windows XP Professional with a Dual Core 1.73 GHZ 

Intel processor, 2 GB of memory, and a 10 GB disk drive.  

4.1.1 Imperceptibility 
The impact of watermarking on the mean and variance of 

values of marked attributes is reported here. This experiment 

was done by varying γ from 10 to 1000 and by varying ρ from 

1 to 8. We found a very negligible or no change in the mean 

value for all the attributes. Table 1 shows changes in variance 

for different attributes. The values have been rounded to the 

nearest integer. An empty entry indicates very little or no 

change. As expected, greater changes in variance occur when 

ρ is large and γ is small because of larger disturbances in a 

greater fraction of tuples. Overall, the changes are 

insignificant given the amount of original variance. Note that 

if these changes seem significant, v, ρ and γ parameters can be 

adjusted to reduce the impact of watermarking on the data.
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Table 1: Change in variance of different attributes after watermarking 

When an attribute value is marked, there is 0.5 probability that 

the value will not change. A bit with value 1 is converted to 0 

with probability 0.25 and vice versa. Thus, an original value v 

will remain v with probability 0.5 and will become v+ε or v-ε, 

each with probability 0.25. Hence, if every value of an 

attribute is equally likely to be selected and it is as likely that 

the value will be incremented as decremented then the mean 

and variance will not be affected significantly. 

4.1.2 Robustness 
Watermarking algorithms must be developed in such a way to 

make it difficult for an attacker to remove a watermark from 

the marked database. In particular, the watermarking 

algorithm should make the watermarked database robust 

against the following types of attacks: subset deletion attack, 

subset addition attack, subset alteration attack, and subset 

selection attack. 

4.1.2.1 Subset Alteration Attack 
In this type of attack, the attacker alters the tuples of the 

database through operations such as linear transformation. 

The attacker hopes by doing so to remove the watermark from 

the database. The Table 2 indicates that the watermark will 

remain in the watermarked database even if 90 % of the tuples 

of the database are altered. This is due to the fact that the 

proposed algorithm embeds the same watermark everywhere 

in the database, making this type of attack ineffective. Percent 

watermark detections for different subset alterations are 

shown in Table 2. 

Table 2: Percentage of watermark detected after subset 

alteration attack 

 

4.1.2.2 Subset Selection Attack 
In this type of attack, the attacker randomly selects a subset of 

the original database that might still provide value for its 

intended purpose. The attacker hopes by doing so that the 

selected subset will not contain the watermark. However, 

since the proposed algorithm embeds the watermark in the 

whole database, this attack has little impact. The entries in 

Table 3 indicate that the watermark will remain in the 

watermarked database even if the attacker selects a subset as 

small as 10% of the original database. That is, no matter how 

small the subset the attacker selects, the watermark will 

remain in the selected subset and thus maintain the required 

copyright protection. 

Table 3: Percentage of watermark detected after subset 

selection attack 

 

 

Figure 6: Subset selection attack: as the γ value increases 

robustness gets decreased 



International Journal of Computer Applications (0975 – 8887)  

Volume 109 – No. 12, January 2015 

14 

The results of percent watermark detection for selections of 

different subset of tuples from marked database are plotted as 

shown in figure 6, and figure 7. These plots show that as the γ 

value increases the robustness of the system gets decreased. 

 

Figure 7: Subset selection attack: as the γ value increases 

robustness gets decreased 

4.1.2.3 Subset Deletion Attack 
In this type of attack, the attacker may delete a subset of the 

tuples of the watermarked database hoping that the watermark 

will be removed. The entries in Table 4 indicate that the 

watermark will be removed only and only if most of the 

database tuples were deleted. That is, even the removal of 

90% of the database will not result in removing the 

watermark. This is due to the fact that the proposed algorithm 

embeds the same watermark everywhere in the database, 

making this type of attack ineffective. 

Table 4: Percentage of watermark detected after subset 

deletion attack 

 

 

Figure 8: Subset deletion attack: as the γ value increases 

robustness gets decreased 

The results of percent watermark detection for deletions of 

different subset of tuples from marked database are plotted as 

shown in figure 8, and figure 9. These plots show that as the γ 

value increases the robustness of the system gets decreased. 

 

Figure 9: Subset deletion attack: as the γ value increases 

robustness gets decreased 

5. CONCLUSION 
In watermarking technique we have implemented two 

algorithms, first is watermark insertion algorithm and second 

is watermark detection algorithm.  Insertion algorithm first 

generates a bit string of fixed length and then  selects a certain 

bit for insertion, therefore a single bit may get inserted 

number of times. Detection algorithm uses majority voting 

technique for detection of mark bits. 

We have tested the watermarking algorithms for different 

attacks on the same real life Forest Cover Type dataset, with 

1,00,000 tuples and 10 attributes available for marking. Our 

results show that watermark inserted by our improved 

watermarking technique is more robust and imperceptible 

than other watermarking techniques. 

Our system cannot preserve the key relationships of a 

database and the join constraints; also the uniqueness and 

relative constraints of the values are not carefully considered. 

Presently it marks only numeric attributes data. In the future, 

the proposed watermarking technique can be extended to also 

mark non-numeric attributes. 
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