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SIEM: An Integrated Evaluation Metric for Measuring 

Search Engine’s Performance  

 

ABSTRACT 

Search engines as Web-based information retrieval 

applications traverse a database consisting of millions of Web 

documents upon receiving a user issued query. In order to 

evaluate the accuracy and strength of a search engine 

regarding its robustness in finding relevant Web documents, a 

set of metrics have been proposed by researchers that each of 

them evaluates one aspect of a search engine’s performance. 

One of the existing challenges in this area is the lack of one 

measurement that could state a search engines performance 

from different perspectives.  

Some of developed metrics so far are general information 

retrieval evaluation measures that are not designed as 

specialized tools for search engine’s evaluation. Some other 

metrics measure the system ability in finding accurate data 

while other metrics measures the speed of the system for 

performing the search process. In this paper different 

evaluation metrics such as precision, recall, f-measure, MAP, 

MRR, DCG and NDCG will be discussed.  Then according to 

the conducted experiment and an analytical solution, a hybrid 

evaluation metric is proposed that based on it the overall 

strength of a search engine could be measured.  

Keywords 
Evaluation Metrics, Search Engine Evaluation, Web 

Information Retrieval.  

1. INTRODUCTION 
A search engine is a Web-based application that searches the 

use specified topics in the format of keywords, contents and 

existing data on WWW and provides the obtained results in 

the format of addresses of some saved locations. Some of 

search engines are limited to search the contents in a special 

Website. On the other hand, general-purpose search engines 

search the contents of Web throughout WWW and save an 

abstract of them in an indexed database. The users’ queries 

will be searched within a pre constructed database of Web 

documents. Search engines have two main operations:  

providing answers through a list of relevant retrieved pages 

and result ranking [1], [2], [3], [11].   

The process of evaluation search engines’ performance is for 

measuring the accuracy of answers set, the number of accurate 

items within answers set and also the accuracy of ranking 

process. For evaluating the accuracy and strength of a search 

engine in finding relevant documents, a set of metrics are 

proposed by researches to analyze the operation of search 

engines that are categorized in two classes: set-oriented 

metrics and rank-oriented metrics. The first group of metrics 

has no attention to the accurate rank of each link in the 

answers set while the metrics in second group seek the 

accurate ranking strength of the tested search engine. Some of 

evaluation metrics are effectiveness and efficiency metrics. 

The effectiveness metrics measure the ability of search 

engines in finding accurate data while the efficiency metrics 

assess the speed in finding accurate data [16], [17], [19].  

In this paper first, different evaluation metrics such as 

precision, recall, f-measure, MAP, DCG and NDCG will be 

discussed. Then the conducted experiment will be reviewed. 

Finally the proposed metric of this paper is introduced and 

elaborated [7], [8], [9]. 

2. EVALUATION METRICS 
As mentioned above, the quality of search engines could be 

verified through employing evaluation metrics. A group of 

evaluation metrics for this purpose is barrowed from the 

evaluation metrics in the field of information retrieval. For 

this reason first, we review this group of metrics with the aim 

of identifying the aspect of a search engine they evaluate. In 

continue a number of widely used metrics are reviewed 

meanwhile table 1 provides a classification of evaluation 

metrics that could be implemented in search engine evaluation 

field by categorizing them into two groups: Precision/Recall-

based and system metrics [4], [5], [6].  

Table1. Evaluation metrics for search engines 

Group Metric 

Precision/Recall 

Based and 

derivatives 

Precision 

Recall 

F-measure 

F1-measure 

Mean Average Precision (MAP) 

System Based 

Mean Reciprocal Rank (MRR) 

Discounted Cumulative Gain (DCG) 

Discounted Cumulative Gain (DCG) 

Normalized Discounted Cumulative  

Gain (NDCG) 

2.1 Precision/Recall based Metrics 
Precision and recall are metrics that are not only used in 

evaluating search engines’ results but also in the evaluation of 

other information retrieval systems. These metrics measure 

the general ability of an information retrieval system in 

retrieving the relevant results according to user demand and 

produce a result between zero and one. In recall metric, 

positive rate of accuracy or sensitivity is equal to the 

proportion of number of relevant retrieved records to the 

general number of relevant records (retried records and non-

retrieved relevant records). Precision metric is equivalent to 

the proportion of number of retrieved relevant records to the 

general number of retrieved records. In general, there is an 

inverse relationship between recall and precision. It means 

that an increase in recall results a decrease in precision. 

Figures 1 and 2 illustrate the concepts of recall and precision 

metrics [10], [12], [13], [16].  
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Fig 1: Concept of recall metric 

 

Fig 2: Concept of precision metric 

2.2 F-Measure  

F-measure metric is considered as a kind of effectiveness 

metrics carries a combination of recall and precision concepts 

and is in a form of a harmonic mean of these two metrics. The 

advantage of this metric is expressing the efficiency of 

information retrieval system in a numeric format. The reason 

for using the concept of harmonic mean instead of math mean 

is that the harmonic mean is emphasizing on small amounts 

while the math mean is affected by exceptionally large 

amounts.  In F-measure metric, the β weight constant is using 

as shown in equation (1) below. In the case that this weight 

constant was equivalent to one, the formula will be changed to 

F1-measure.  

F-measure =  

       (β2+1) Precision*Recall / (β2*Precision + Recall)       (1)   

 2.3 MAP  
The MAP metric is the average of precision from multiple 

queries. This metric measures the quality in all the levels of 

Recall. MAP metric as shown below in equation (2) is a 

ranking-oriented method and considers a damping factor, 

inconspicuous the importance of the found results in the 

answers list. This metric has been employed in separate 

research and projects such as TREC [14], [15], [18].  

MAP =  

 
1

𝑟𝑒𝑙𝑒𝑣𝑎𝑛𝑡
 (𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 𝑎𝑡 𝑟𝑎𝑛𝑘 𝑜𝑓 𝑘 𝑟𝑒𝑙𝑒𝑣𝑎𝑛𝑡 𝑑𝑜𝑐𝑢𝑚𝑒𝑛𝑡)

𝑟𝑒𝑙𝑒𝑣𝑎𝑛𝑡

𝑘=1

  (2) 

2.4 MRR  

MRR metric stands for Mean Reciprocal Rank suppose that 

the user is only interested in one relevant answer among the 

answers list. The nature of this metric is a simple process but 

with a strict look. MRR as is shown in equation (3) is 

equivalent to zero in the case of retrieving irrelevant results 

and otherwise, will be equivalent to 1/r [14], [15]. 

 

𝑅𝑅 =

 
 0                             𝑖𝑓 𝑛𝑜 𝑟𝑒𝑙𝑒𝑣𝑎𝑛𝑡 𝑟𝑒𝑠𝑢𝑙𝑡𝑠                                                         

1

𝑟
                            𝑒𝑙𝑠𝑒                                                                    (3)                       

   

2.5 DCG  
One of the most popular metrics is DGG which is based on 

the concept of cumulated gain. This metric stands for 
Discounted Cumulated Gain, has a ranking-oriented look and 

considers a discount function that decreases the grade of 

documents their ranking are increased to let user to test more 

relevant different resources which have wrongly labeled with 

a lower ranking. DCG metric as shown in equation (4) 

addresses the quality of retrieval independent from the quality 

of existing results [14], [15]. 

 

 
(𝐺𝑎𝑖𝑛  𝑟𝑒𝑠𝑢𝑙𝑡 @𝑟)

log 𝑏(𝑟+1)
𝑅
𝑟=1                                      (4)   

2.6 NDCG  
NDCG metric is resulted from DCG metric. This metric is a 

normalized DCG and has an unlimited range that is 

normalized through dividing DCG on the list of ideal results 

list (iDCG) which is existed in all results as shown in equation 

(5). NDCG runs well in most conditions and works through 

integrating the results list of multiple search engines [14], 

[15].  

                      𝑁𝐷𝐶𝐺 =  
𝐷𝐶𝐺𝑟 

𝑖𝐷𝐶𝐺
                              (5) 

3. PROBLEM STATEMENT 
Evaluation measures for information retrieval systems and 

especially for search engines are diverse metrics that each of 

them determines the performance level of a tested system 

from a different perspective. Precision, recall and F1-measure 

metrics are set-based metrics that determines the ability of a 

search engine to fetch relevant Web documents in the result 

set regardless of their rank position. Other discussed metrics 

have a rank-oriented approach and measures the quality of 

answer set regarding the position of relevant links not only 

their existence in answer set. There is a lack of an integrated 

metric that combines different features of the existing metrics 

into one unified solution in a way that could determines the 

quality of a search engine’s performance through a robust 

approach. The aim of this paper is reaching to such an 

approach based on the conducted experiments presented in the 

next section. 

4. EXPERIMENTAL RESULTS 
In order to propose a unified evaluation metric for search 

engines first several queries are issued to various search 

engines and the engines’ performance are evaluated through 

an exact measuring of aforementioned metrics. Due to the fact 

that in employing evaluation metrics, identifying the total of 

relevant documents is required, so the obtained results from 

Google search engine with 100 first links in the answers set of 

each query has been used in this test as a the basis. The search 

engines used in this experiment are Ask, Bing, Excite, Lycos 

and DogPile. The search queries are listed in table 2. In this 

article, the search engines such as Look Smart and Alta Vista 

are not used regarding their limited number of results in the 

queries of this experiment.  

The crawls have been performed in two durations from 20th of 

June 2014 to 30th of July 2014 and from 30th of August 2014 

to 6th of September 2014. From Google as the base search 

 

The set of 
relevant items 

in the data base

The set of 
items retrievad
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engine of this research, the first 100 pages have been used and 

for other five search engines of this study, the first 150 pages 

have been investigated. So for nine queries that are presented 

in this paper, the number of 675000 comparisons is carried 

out through the experiment of this research. 

Table 2. Selected queries and search engines  

Issued Queries 
Search 

Engines 

Q1: “Software Engineering Course” 

ASK 

Bing 

Excite 

Lycos 

DogPile 

Q2: “Wireless Sensor Network” 

Q3: “Social Network Analysis” 

Q4: “Real time System” 

Q5: “Object-oriented Database” 

Q6: “Virtual Memory” 

Q7: “Distributed Database” 

Q8: “Local Area Network” 

Q9: “ADSL Technology” 

Tables 3 to 11 show the fetched results obtained from 

measuring the performance of ASK, Bing, Excite, Lycos and 

DogPile through issuing the queries listed in table 2 against 

the metrics of recall, precision, F1-measure, MAP, MRR, 

DCG and NDCG. Figures 3 to 11 represent the performance 

of search engines against the mentioned evaluation metrics.  

For better illustration of the chart, all the relevant amounts to 

DCG metric are multiplied in 0.1.   

Table 3- Search engines evaluation (based on 1st query) 

 Recall Precision F1 MAP MRR DCG NDCG 

Ask 0.23 0.15 0.18 0.72 1 7.75 1 

Bing 0.12 0.08 0.095 0.18 0.20 2.80 0.36 

Excite 0.12 0.08 0.095 0.13 0.14 2.41 0.31 

Lycos 0.17 0.11 0.13 0.22 1 4 0.52 

Dog 

Pile 
0.16 0.11 0.13 0.16 0.25 3.29 0.42 

Table 4- Search engines evaluation (based on 2nd query) 

 Recall Precision F1 MAP MRR DCG NDCG 

Ask 0.34 0.23 0.27 0.65 1 8.83 1 

Bing 0.24 0.16 0.19 0.39 1 6.46 0.73 

Excite 0.09 0.06 0.07 0.24 0.17 2.31 0.26 

Lycos 0.28 0.19 0.22 0.44 1 7.43 0.84 

Dog 

Pile 
0.15 0.10 0.12 0.24 0.25 3.42 0.39 

 

Table 5- Search engines evaluation (based on 3rd query) 

 Recall Precision F1 MAP MRR DCG NDCG 

Ask 0.24 0.16 0.19 0.48 0.25 5.87 0.69 

Bing 0.27 0.18 0.21 0.27 0.50 6.28 0.73 

Excite 0.24 0.16 0.19 0.30 0.17 5.14 0.60 

Lycos 0.31 0.21 0.25 0.48 1 8.59 1 

Dog 

Pile 
0.24 0.16 0.19 0.23 0.25 5.01 0.62 

Table 6- Search engines evaluation (based on 4th query) 

 Recall Precision F1 MAP MRR DCG NDCG 

Ask 0.30 0.20 0.24 0.34 1 6.99 1 

Bing 0.13 0.09 0.10 0.43 1 4.74 0.68 

Excite 0.16 0.11 0.13 0.49 1 5.50 0.79 

Lycos 0.12 0.08 0.095 0.26 0.50 3.64 0.52 

Dog 

Pile 
0.05 0.03 0.04 0.22 0.25 1.56 0.22 

Table 7- Search engines evaluation (based on 5th query) 

 Recall Precision F1 MAP MRR DCG NDCG 

Ask 0.23 0.15 0.18 0.61 1 6.78 0.93 

Bing 0.20 0.13 0.16 0.66 1 6.94 0.95 

Excite 0.21 0.14 0.17 0.26 0.17 4.52 0.62 

Lycos 0.23 0.15 0.18 0.58 1 7.31 1 

Dog 

Pile 
0.15 0.10 0.12 0.39 0.25 4.07 0.56 

Table 8- Search engines evaluation (based on 6th query) 

 Recall Precision F1 MAP MRR DCG NDCG 

Ask 0.25 0.17 0.20 0.43 1 6.32 0.92 

Bing 0.27 0.18 0.22 0.26 0.50 6.23 0.90 

Excite 0.12 0.08 0.096 0.17 0.17 2.73 0.39 

Lycos 0.28 0.19 0.22 0.37 1 6.88 1 

Dog 

Pile 
0.11 0.073 0.09 0.13 0.20 2.29 0.33 
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Table 9- Search engines evaluation (based on 7th query) 

 Recall Precision F1 MAP MRR DCG NDCG 

Ask 0.12 0.08 0.095 0.30 0.20 3.12 0.46 

Bing 0.09 0.06 0.07 0.37 1 3.49 0.52 

Excite 0.03 0.02 0.02 0.09 0.17 0.72 0.11 

Lycos 0.25 0.17 0.20 0.31 1 6.75 1 

Dog 

Pile 
0.03 0.06 0.02 0.12 0.17 0.87 0.13 

Table 10- Search engines evaluation (based on 8th query) 

 Recall Precision F1 MAP MRR DCG NDCG 

Ask 0.37 0.25 0.30 0.56 0.33 8.87 1 

Bing 0.28 0.19 0.23 0.48 1 7.97 0.90 

Excite 0.24 0.16 0.19 0.37 0.17 5.45 0.61 

Lycos 0.29 0.19 0.23 0.65 1 8.87 0.99 

Dog 

Pile 
0.23 0.15 0.18 0.68 0.25 5.54 0.62 

Table 11- Search engines evaluation (based on 9th query) 

 Recall Precision F1 MAP MRR DCG NDCG 

Ask 0.92 0.61 0.73 0.60 1 18.18 1 

Bing 0.26 0.17 0.20 0.34 0.33 6.03 0.33 

Excite 0.36 0.24 0.29 0.32 1 7.52 0.41 

Lycos 0.20 0.13 0.16 0.38 0.50 5.56 0.31 

Dog 

Pile 
0.21 0.14 0.17 0.22 0.20 4.40 0.24 

 

 

 

 

 

 

 

 

Fig 3: Evaluation metrics results based on the 1st query 

 

 

 

 

 

 

Fig 4: Evaluation metrics results based on the 2nd query 

 

 

 

 

 

 

 

Fig 5: Evaluation metrics results based on the 3rd query 

 

 

 

 

 

 

 

Fig 7: Evaluation metrics results based on the 5th query 

 

 

 

 

 

Fig 8: Evaluation metrics results based on the 6th query
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Fig 6: Evaluation metrics results based on the 4th query 

 

 

 

 

 

 

 

 

Fig 9: Evaluation metrics results based on the 7th query 

 

 

 

 

 

 

 

 

 

Fig 10: Evaluation metrics results based on the 8th query 

 

 

 

 

 

 

 

 

 

 

 

 

Fig 11: Evaluation metrics results based on the 9th query 

From figures and tables 3 to 11 it could be concluded that 

ASK search engine had the best performance among other 

search engines for Q1, Q2, Q4, and Q8 and Q9 queries, based 

on DCG and NDCG criteria. Also, Lycos search engine had 

the best performance in Q3, Q5, Q6, Q7 queries based on DCG 

and NDCG metrics. The results show that MRR metric won’t 

explicitly express the difference between the overall 

performance of search engines because, the performance of 

Ask, Bing and Lycos search engines were the same for Q2 

query, the same for ASK and Excite in Q9, the same for Bing 

and Lycos in Q7 and Q8. Other observations of the non- 

differentiation nature of MRR metric also exist in the tables 

above. In terms of MAP criteria, Ask search engine had the 

best operation in replying to Q1, Q2, Q3, Q6 and Q9 queries, 

while based on MAP, the performance of Bing search engine 

is the best for replying Q5 and Q7 queries among other search 

engines. In terms of f-measure metric, Ask search engine had 

the best operation comparing others about Q1, Q2, Q4, Q5, Q8 

and Q9 queries and about Q3, Q6 and Q7 queries, Lycos search 

engine had the best performance.  

Among all metrics to study search engines’ performance in 

order to reach a metric in combination approach, regarding the 

same view of results obtained from DCG and NDCG metrics, 

the NDCG metric is chosen because of its normalized final 

result. Among precision, recall and f1-measure criteria, f1-

measure is chosen, because of yielding a result that carries 

both precision and recall concepts. Considering the 

inefficiency of MRR metric in differentiation among search 

engines, it has no place in the integrated solution. Instead, 

MAP metric is selected for the combined result. In all sent 

queries to five search engines of this study, both NDCG and 

f1-measure metrics have confirmed the priority of one search 

engine. The search engine, based on the stated numbers for 

1st, 2nd, 4th, 8th and 9th queries, is Ask and for 3rd, 5th, 6th and 7th 

is Lycos. In this paper, the integrated solution is called SIEM 

stands for Search engine Integrated Evaluation Metric and it 

is calculated as shown in equation (6) below; 

     SIEM = [α * NDCG + β * F1-measure + δ * MAP] / 3   (6) 

In equation (6), α, β and δ are set to one. The greater value of 

SIEM indicates the better performance of a search engine in 

compare to others. Table 12 shows the calculated SIEM 

values for nine queries in search engines of this research. 

Figure 12 depicts the performance of the five search engines 

of this experiment regarding the SIEM metric based on the 

average results for different queries. As figure 12 shows the 
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performance of ASK is the best followed by Lycos, Bing, 

Excite and Dogpile respectively. 

Table 12- SIEM values for monitored search engines 

 ASK Bing Excite Lycos DogPile 

Q1 0.63 0.21 0.53 0.29 0.24 

Q2 0.64 0.44 0.19 0.50 0.25 

Q3 0.45 0.40 0.36 0.58 0.35 

Q4 0.53 0.40 0.47 0.29 0.16 

Q5 0.57 0.59 0.35 0.59 0.36 

Q6 0.52 0.46 0.22 0.53 0.18 

Q7 0.28 0.32 0.07 0.50 0.09 

Q8 0.62 0.54 0.39 0.62 0.49 

Q9 0.78 0.29 0.34 0.28 0.21 

For adapting equation (6) for future growth in considering 

other metrics, the formula is generalized as shown in equation 

(7):  

 𝑆𝐼𝐸𝑀 =  
 𝛼𝑖∗ 𝑀𝑖
𝑛
𝑖=1

𝑛
                                   (7) 

In equation (7), n is the number of involved metrics in the 

integrated plan, Mi is any of the considered metrics and αi is 

the considered coefficient for each metrics.  

 

 

 

 

 

 

 

Fig 12: Evaluating the five search engines based on SIEM 

metric 

5. CONCLUSION 
As Lord Kelvin said, if we can’t measure something, we 

won’t be able to improve that. Therefore, evaluation of search 

engines reveal the weakness level of these Web-based 

applications regarding their accuracy in obtaining relevant 

Web documents and performing the ranking process of 

obtained links. Performance measurement of search engine 

could result in better designation of the specific modules 

which results in better overall efficiency of the application. 

In this paper after a review on the most famous evaluation 

metrics, an experiment is conducted through which several 

queries have been issued to different search engines. Keeping 

the Google result set for each of the queries as the base line, 

the performance of each search engine is measured against the 

discussed metrics. The integrated solution is based on 

analyzing and combining the obtained results from various 

metrics. More generalization of the above-said integrated 

solution depends on extending the test through sending more 

queries to more search engines and also involving other 

evaluation metrics in the provided analytical-combined 

approach. The future work of this research aims at developing 

a stand-alone metric for measuring the performance of search 

engines’ result set independent of the discussed metrics. 
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