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ABSTRACT 
Speech processing includes the various techniques such as 

speech coding, speech synthesis, speech recognition and 

speaker recognition. In the area of digital signal processing, 

speech processing has versatile applications so it is still an 

intensive field of research. Speech processing mostly 

performs two fundamental operations such as Feature 

Extraction and Classification. The main criterion for the good 

speech processing system is the selection of feature extraction 

technique which plays an important role in the system 

accuracy. This paper intends to focus on the survey of various 

feature extraction techniques in speech processing such as 

Fast Fourier Transforms, Linear Predictive Coding, Mel 

Frequency Cepstral Coefficients, Discrete Wavelet 

Transforms, Wavelet Packet Transforms, Hybrid Algorithm 

DWPD and their applications in speech processing.   
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1. INTRODUCTION 
The predominant mode of human communication for every 

day interaction is speech and it will also be the preferred 

mode for human-machine interaction [1].As speech signals 

are non-stationary in nature, speech recognition is a complex 

task due to the differences in gender, emotional state, accent, 

pronunciation, articulation, nasality, pitch, volume, and speed 

variability in people speak. Presence of background noise and 

other types of disturbances also makes a speech processing 

system complex and difficult.  The performance of a speech 

processing system is usually measured in terms of recognition 

accuracy. Speech processing is useful for various applications 

such as like mobile applications, weather forecasting, 

agriculture, healthcare, automatic translation, robotics, video 

games, transcription, audio and video database search, 

household applications and language learning applications etc. 

[2]. Feature extraction and Classification are the two main 

stages of speech processing and among these stages; feature 

extraction is a key, because better feature is good for 

improving recognition rate. This survey focuses on details of 

various feature extraction techniques and its use by various 

researchers for speech processing. 

2. FEATURE EXTRACTION 

TECHNIQUES 

2.1 Fast Fourier Transform (FFT) 
The Fourier Transform has countless applications ranging 

from telecommunications to crystallography, from speech 

recognition to astronomy, from Radar to mobile phones, from 

meteorology to archaeology. So it is one of the most useful 

mathematical techniques ever invented. For transforming the 

discrete-time signal from time domain into its frequency 

domain the FFT is nothing but the DFT but the difference is 

that the FFT is faster and more efficient on computation. So it 

is convenient to investigate FFT by firstly considering the N-

point DFT equation which is given by 
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Also n, k are integers from 0 to N-1.  Firstly separate x(n) into 

two parts: x(odd)=x(2m+1) and x(even)=x(2m), where m=0, 

1,2,…,N/2-1. Then the N-point DFT equation also becomes 

two parts for each N/2 points which is given by 
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So here the N-point DFT is separated into two N/2-point DFT. 

For original N-point DFT Eq. (1), it has N2 complex 

multiplications and N/2-point DFT Eq. (3) has (N2/2) + (N/2) 

multiplications. This is the process for reducing the 

calculations from N points to N/2 points. This signal for N 

point DFT is continuously separated until the final signal 

sequence is reduced to the one point sequence. So the total 

number of complex multiplications will be approximately 

reduced to (N/2) log2 (N) [3]. 

Speaker-independent recognition system can be implemented 

using FFT. In [4], the experiments for speaker-independent 

recognition of 10 English vowels on isolated words which 

compared the use of an ear model were performed. Here FFT 

was used as a feature extractor and this FFT was done using a 

Mel scale and the same number of filters as for the ear model 

and Neural Networks were used as a classifier. The results 

obtained with recognition rate of 87% with the FFT 

preprocessing.  

For noise-robust automatic speech recognition, an FFT-based 

companding algorithm for preprocessing speech was 



International Journal of Computer Applications (0975 – 8887)  

Volume 107 – No 5, December 2014 

2 

described in [5]. To improve the performance of automatic 

speech recognition system in noisy environment, the 

algorithm which provided tone-to tone suppression and 

masking in the auditory system was used and results showed 

that this FFT-based companding was computationally 

efficient and it was also suited to digital implementations due 

to its use of the FFT. 

A speaker-dependent, isolated-word speech recognition 

system was presented in [6]. This system was based on the use 

of the fast Fourier transform as a feature extractor to extract 

the features from the speech input and the classifier used for 

pattern matching was Dynamic Time Warping (DTW). The 

experimental results showed that the system has been 

successfully implemented and when tested using small 

dictionary, this system was also provided good results. 

Recognition of musical instruments was presented in [7]. Here 

Feature Extraction was done using Fast Fourier Transform 

and K-NN classifier with cosine distance was used for pattern 

matching. Here FFT was applied instead of discrete Fourier 

transform because of its shorter time of calculations and 

concluded that the best results were obtained and for each 

sound of musical instrument efficiency of 100% was obtained 

for sound recognition.  

To recognize the sound of a referee whistle in a noisy 

environment, an electronic system was described in [8]. Here 

Feature Extraction was done using Fast Fourier Transform 

(FFT) to obtain the signal spectrum in the frequency domain 

and concluded that FFT was an efficient algorithm to process 

DFTs and also due to lower calculation demanding of FFT, it 

was a better solution to be implemented on a microcontroller.  

As the speed of speech recognition was enhanced without 

influencing the recognition rate by using integer FFT, so in 

[9], integer FFT was used to replace the floating FFT and also 

Artificial Neural Network (ANN) was used as a classifier for 

pattern matching. The experimental results revealed that from 

the FPGA platform, the speech recognition rate of the 

proposed hardware implementation methods was better than 

that in existing literatures. Also because of the FPGA chip, the 

speech recognition systems become applicable on the voice 

activated systems in toys, games, smart phones, office 

devices, vehicular communications, etc. 

An automatic identification of bird calls without manual 

intervention which has been a meaningful research on the 

taxonomy and monitoring of bird migrations in ornithology 

was developed in [10]. Here for identification of bird calls, a 

new technique which computes the ensemble average on the 

FFT spectrum was proposed and also classification was done 

using Dynamic Time Warping (DTW) and Gaussian Mixture 

Modeling and this gave better results in identification of bird 

calls. 

For physically challenged people who can use their voice only 

to register and attend the examination, one way to conduct 

online examination was offered in [11]. Here an efficient 

spectrum analysis to continuous-time signal based on DFT, 

the Fast Fourier Transform (FFT) method was adopted for 

authentication of voice and concluded that The Fast Fourier 

Transform (FFT) was a much faster mathematical algorithm 

which eliminates redundant calculations in the Fourier 

Transform and was therefore much speedier.  

For Devanagari script and numerals, the frequency analysis of 

speech signals was presented in [12].This analysis was done 

by using FFT and the experimental results showed that for the 

spoken Devanagari Script and numerals, the Fourier 

descriptor feature was independent. By combining the Fourier 

transform and correlation technique commands which are 

used in MATLAB, a recognition system with high accuracy 

can be obtained. 

2.2 Mel Frequency Cepstral Coefficient 

(MFCC) 
The unique features of human voice can be extracted by using 

Mel Frequency Cepstral Coefficient (MFCC) and this MFCC 

also represents the short term power spectrum of human 

voice. To calculate the coefficients which represent the 

frequency Cepstral, MFCC is used and these coefficients are 

based on the linear cosine transform of the log power 

spectrum on the nonlinear Mel scale of frequency. The 

frequency bands are equally spaced in Mel scale and because 

of this it approximates the human voice more accurate. To 

convert the normal frequency f to the Mel scale m, Eq. (4) is 

used and it is given by 
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By defining the pitch of 1000 Mel to a 1000 Hz tones, 40 db 

above the listener’s threshold, Mel scale and normal 

frequency scale are referenced. Mel frequency is equally 

spaced on the Mel scale and this frequency is applied to linear 

space filters below 1000 Hz to linearize the Mel scale values 

and logarithmically spaced filter above 1000 Hz to find the 

log power of Mel scaled signal. Mel frequency wrapping is 

useful for the better representation of voice. By dividing the 

voice signal into frames, voice features are represented in 

MFCC and after that windowing process is carried out and 

finally Fourier transform of this windowing signal is carried 

out.  To catch the changes between the different frames, Delta 

Cepstrum is used. It is also advantageous to have the time 

derivatives of (energy+MFCC) as new features, which shows 

the velocity and acceleration of (energy+MFCC). The 

equations to compute these features are given by 
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In next step, DCT on the log energy Ek is carried out which is 

obtained from the triangular band pass filters to have L Mel 

scale cepstral coefficients. The formula for DCT is given by 
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Where N is the number of triangular band pass filters, L is the 

number of mel-scale cepstral coefficients. The value of M is 

usually set to 2.Since the process is of performance of FFT, 

DCT transforms the frequency domain into a time-like 

domain called quefrency domain and this obtained features 

are similar to cepstrum. Thus it is referred to as the Mel-scale 

cepstral coefficients or MFCC. Following figure shows the 

complete pipeline of Mel Frequency Cepstral Coefficients 

(MFCC) [13]. 

Speech signal     Framing     Energy measure      Pre-emphasis 
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A technique for recognizing spoken letter in Bengali 

Language was presented in [13] and here feature was derived 

from spoken letter. Mel-frequency cepstral coefficient 

(MFCC) was used as a feature extractor to characterize a 

feature. To calculate the distance of an unknown letter with 

the stored ones, DWT was used and K-Nearest Neighbors 

algorithm was used as a classifier to improve accuracy in 

noisy environment.  This system is useful for commands & 

control, data entry, mobile telephony and home automation 

task. Also a speaker independent Arabic speech recognition 

system was presented in [14]. Here this system was applied on 

the connected Arabic digits or numbers. The Mel Frequency 

Cepstral Coefficients (MFCC) technique was used for feature 

extraction and neural and support vector machines were used 

for classification. The performance of the system was found 

nearly 94%. This spoken digit recognition system is useful in 

various applications which are related with the use of numbers 

as input such as telephone dialing using speech, airline 

reservation, and automatic directory to retrieve or send 

information.  

A voice recognition system for secure ATM was developed in 

[15] and this system used the technique of MFCC as a feature 

extractor to extract unique and reliable human voice feature 

pitch in the form of Mel frequency and also Hidden Markov 

Model (HMM) was used as a classifier for pattern matching. 

By using combination of MFCC and HMM, the system 

showed 86.67% results as correct acceptance and corrected 

rejections with the error rate of 13.33% and defined the 

MFCC as the unique and reliable feature extraction technique. 

For human-machine interactions, automatic emotion 

recognition system in speech is a current research area and 

this system can be useful in a wide range of applications. To 

classify five emotional states such as anger, happiness, 

sadness, surprise and a neutral state, speech emotion 

recognition system was presented in [16]. Here a new method 

by using multi-class SVM which was a method based on 

SVM was used as a classifier and it was observed that 

recognition rate by using multi-class SVM was more than that 

by using SVM for Linear, Polynomial, RBF, and Sigmoid 

Kernel Function.  

Marathi numerals recognition system was developed in [17]. 

Here Mel-Frequency Cepstral Coefficient (MFCC) was used 

for Feature Extraction and Distance Time Warping was used 

for feature matching which gave better results. This Numeral 

recognition system is useful in various applications related 

with reading postal zip code, passport number, employee 

code, postal mail sorting, job application form sorting, bank 

cheque processing automatic scoring of tests that contains 

multiple choice questions and video gaming etc.  

For effective speech recognition system which were 

considered along with NRL speech evaluations in noise 

corpus entitled SPINE, in [18] various methodologies were 

discussed and also to improve speech recognition in noisy 

environments which was based on the SPINE corpus, various   

addressing trade-offs were focused. Here feature extraction 

was done by using MFCC which provided better results. 

2.3 Linear Predictive Coding (LPC) 
Linear Predictive Coding (LPC) is another method, which is 

used to obtain a frequency spectrum.  This is the most 

successful method in widespread use today and it is a stronger 

method to analyze the coded voice files with better quality on 

low bit rate samples. There are various advantages for the use 

of LPC and they are: (a) LPC proves better approximation 

coefficient spectrum (b) LPC gives shorter and efficient 

calculation time for signal parameters and (c) LPC has been 

able to get important characteristics of the input signals 

[20].In LPC, the values of the signal can be expressed as a 

linear combination of the preceding values.  That is, if s(i) is 

the amplitude at time i, 

s(i) = a1*s(i-1) + a2*s(i-2) + ... + ap*s(i-p)                          (7) 

When the input data is filled in, this becomes a system of 

linear equations which can be solved to determine the values 

of a1 through ap.  These values are useful to produce a signal 

which is free from noise and clearly identifies the formants. 

The typical values for p are 10-12 [19].   

Gender recognition in two models, one for generating 

Formant values of the voice sample and the other for 

generating pitch value of the voice sample was presented in 

[20]. Here LPC technique was used for feature extraction 

which gave better results. For classification purpose the 

nearest neighbor method was used which calculates Euclidean 

distance from the Mean value of Males and Females. Gender 

recognition is useful in various applications which are related 

with biometric security, mobile and automated telephonic 

communication. 

  A research focused on analysis of matching process which 

gives a command for multipurpose machine such as a robot 

was presented in [21].Here Linear Predictive Coding (LPC) 

was used for feature extraction to analyze voice signals by 

giving characteristics into LPC coefficients and Hidden 

Markov Model (HMM) was used for classification. Such 

Biometric systems are commonly used for identification and 

verification of an individual to acquire the identity of the 

authorized individuals. 

About implementation of speech recognition system on a 

mobile robot for controlling movement of the robot was 

described in [22]. Here LPC method used for extracting the 

features of voice signal and Artificial Neural Network is used 

for classification. By using these two techniques the highest 

recognition rate of 91.4% was obtained. 

A Microprocessor Implementation that uses LPC as a feature 

extractor for isolated word recognizer which was useful in a 

module of dedicated hardware that used a microprocessor and 

programmable digital signal processing circuitry was 

developed in [23] and here pattern comparison was done by 

using dynamic time warping (DTW). Experimental results 

showed that the recognition algorithm and analysis parameters 

supported minicomputer simulations with greater processing 

speed, smaller size, and lower cost than array processor. 

A low complexity but effective approach for speech/music 

discrimination, which exploits only one simple feature, called 

Warped LPC-based Spectral Centroid (WLPC-SC) was 

presented in [24] and a three-component Gaussian Mixture 

Model (GMM) was used for classification. Experimental 

results revealed that the speech/music discriminator was 

robust and fast and it is also suitable for real-time multimedia 

applications. 

An approach to recognize English words corresponding to 

digits Zero to Nine was proposed in [25]. A set of features 

consisting of a combination of Mel Frequency Cepstral 

Coefficients (MFCC), Linear Predictive Coding (LPC), Zero 

Crossing Rate (ZCR), and Short Time Energy (STE) of the 

audio signal, were used to generate a feature vector, which 

was subsequently used for discrimination. Artificial neural 

networks (ANN) with feed-forward back-propagation 
architectures were used as a classifier. By the combination of 
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these features extraction techniques an accuracy of 85% was 

obtained which was more than that of by using a single 

feature extraction technique. The part of automatic speech 

recognition that recognizes phonemes using standard signal 

analysis methods such as DFT and LPC was implemented in 

[26]. A multilayer perceptron artificial neural network was 

used as a classifier and this gave better results. 

Recognition of Vernacular Language Speech for Discrete 

Words using Linear Predictive Coding Technique for better 

interpretation of spoken words was presented in [27]. Here 

LPC coefficients as a feature extractor were used for 

compaction and learning the data for discrete spoken words 

and fuzzy neural networks were used as a classifier. The 

experimental results showed good precisions. The Bangla 

speech recognition system was presented in [28]. The feature 

extractor used a standard LPC cepstrum coder and pattern 

recognition was done by using artificial neural network 

(ANN) which provided better results.  

Speech recognition in noisy car environment based on 

OSALPC representation which has shown to be attractive for 

speech recognition because of its simplicity and its high 

recognition performance than LPC was developed in [29] and 

concluded that cepstral representation based on linear 

prediction of One-Sided Autocorrelation sequence (OSALPC) 

provided excellent results in severe noisy car environment. 

Performance Analysis of Optimization Tool for various values 

of the order of filters and various windows for Speech 

Recognition Using LPC was implemented in [30]. The speech 

coders taken for study were Linear Predictive Coder (LPC) 

and Cepstral coder. In this system they used the Levinson-

Durbin and Time-Varying Lattice Filter blocks for low-

bandwidth transmission of speech using linear predictive 

coding. 

2.4 Wavelet Transform (WT) 
The wavelet transform is very well suited for speech 

processing because of its similarity to how the human ear 

processes sound and it is a multi-resolutional and multi-scale 

analysis. A brief description of the three methods of wavelet 

transform used such as DWT, WPD and DWPD are given 

below.  

2.4.1 Discrete Wavelet Transform (DWT) 
 Information about non-stationary signals like audio can be 

extracted by using DWT as it is a relatively recent and 

computationally efficient technique for feature extraction. of 

The wavelet transforms has a varying window size, being 

broad at low frequencies and narrow at high frequencies and 

thus leading to an optimal time–frequency resolution in all 

frequency ranges. To obtain a time-scale representation of the 

signals DWT and WPD use digital filtering. DWT is defined 

by following equation 

)2(2)(),( 2/ knkXkjW j
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Here Ψ (t) is the basic analyzing function which is called as a 

mother wavelet. In DWT, the original signal passes through 

two filters such as a low-pass filter and a high-pass filter and 

emerges as two signals. The output of a low pass filter is 

called as approximation coefficients and the output of high-

pass filter is called as detail coefficients. In speech signals, the 

low frequency components characterize a signal more than its 

high frequency components and thus the low frequency 

components h[n] are of greater importance than that of  high 

frequency signals g[n]. The successive high pass and low pass 

filtering of the signal is given by following equations 
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Where highY are the detail coefficients and lowY are the 

approximation coefficients which are the outputs of the high 

pass and low pass filters obtained by sub sampling by factor 2. 

This filtering process is continued until the desired level is 

obtained according to Mallat algorithm [2]. The DWT 

decomposition tree is given in figure 1. 

                         

Fig 1: DWT Decomposition Tree 

2.4.2 Wavelet Packet Decomposition (WPD) 
WPD gives good time and frequency resolutions and thus it is 

useful in various fields of speech processing. WPD is nothing 

but a generalization of DWT and it is a more flexible and 

detailed method than DWT. In WPD, the signal is 

decomposed into low frequency components and high 

frequency components at each level like in DWT but there is a 

difference between DWT and WPD that the discrete wavelet 

transform is applied to the low pass result only whereas WPD 

applies the transform step to both the low pass and the high 

pass result. The decomposition tree for WPD is shown in 

figure 2. 

 

Fig 2: WPD Decomposition Tree 

2.4.3 Hybrid Algorithm DWPD 
A wavelet transform decomposes a signal into sub-bands. 

Here low frequency components contain the characteristics of 

a signal and high frequency components contain noise and 

disturbance in a signal. Removing of the high frequency 

contents retains the features of the signal and thus it causes 

reduction of the noise in the signal. But the disadvantage is 

that sometimes the high frequency components may contain 

useful features of the signal. It means that the main drawback 

related with DWT is that it cannot decompose the high 

frequency band into more partitions. Although WPD can 

achieve this decomposition, it is also applied to low frequency 

band signals and these low frequency band signals mainly 

includes the desired signals. So this causes unnecessary 

computational complexity which is one of the limitations. To 

overcome these limitations of DWT and WPD, there is a new 

algorithm for speech enhancement which combines the 
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features of both DWT and WPD. The outline of this DWPD 

algorithm is given below. 

a) In DWPD, the speech signal is split into two bands namely 

a low frequency band signal and a high frequency band signal. 

b) DWT is applied on the low frequency components whereas 

WPD are applied on the high frequency components. 

c) The features obtained from both decompositions are 

combined together and this form the feature vector set [2]. 

       

Fig 3: DWPD Decomposition Tree 

The main advantage of this DWPD algorithm is that it can not 

only decompose high frequency band into more partitions but 

also save complexities in computation [2]. 

A phoneme recognition system based on Discrete Wavelet 

Transforms (DWT) as a feature extractor and Support Vector 

Machine (SVM) as a classifier for multi-speaker continuous 

speech environments was developed in [31]. Phonemes were 

divided into frames, and the DWTs were used to obtain fixed 

dimensional feature vectors and provided better accuracy. 

An Automatic Emotion Recognition (AER) from speech was 

developed in [32]. DWT was used for the feature extraction 

and Artificial Neural Networks were used as classifier. 

Overall recognition accuracies of 72.05 %, 66.05%, and 

71.25% could be obtained for male, female and combined 

male and female databases respectively. 

Three novel noise robustness techniques for speech 

recognition based on DWT, which were wavelet filter cepstral 

coefficients (WFCCs), sub-band power normalization 

(SBPN), and low pass filtering plus zero interpolation (LFZI) 

were proposed in [33]. The proposed WFCC was found to 

provide a more robust c0 (the zeroth cepstral coefficient) for 

speech recognition.  

A novel wavelet packet filter bank approach was presented in 

[34] to identify non-uniformly distributed dynamic 

characteristics of the speaker. Here Dynamic Time Warping 

(DTW) was used as a classifier. Evaluation results revealed 

that this method outperformed by incorporating the speaker-

specific dynamic characteristics and also phase information of 

the speech signal. 

An improved feature extraction method that was called 

Wavelet Cepstral Coefficients (WCC) was proposed in [35]. 

Comparisons with the traditional Mel-Frequency Cepstral 

Coefficients (MFCC) were done for further analyze the 

effectiveness of the WCCs and found that the WCCs showed 

some comparable results when compared to the MFCCs 

considering the WCCs small vector dimension when 

compared to the MFCCs. 

An automatic speech recognition system for Polish continuous 

speech was demonstrated in [36]. Here to obtain a discrete 

wavelet power spectrum six levels dyadic decomposition 

procedure with discrete Meyer wavelet decomposition filters 

were applied to speech signal which provided better results. 

A new hierarchical structure for Speech Recognition by units 

smaller than words was proposed in [37] and developed a 

recognition logic based on the production characteristics of 

phonemes in Brazilian Portuguese using Wavelet Packet 

Decomposition (WPD). Here Support Vector Machine (SVM) 

was used as a classifier. This combination of WPD and SVM 

provided good mean recognition rate of 98.16% for vowel 

recognition and 98.41% for consonant recognition and 

96.82% for final total word recognition. 

The idea using a hybrid approach of wavelet transforms tap 

9/7 and MFCC was investigated in [38].This hybrid approach 

was used for feature extraction to recognize speech signals. 

Here neural networks were used for classification. The 

recognition rate of this hybrid approach gave better result than 

the recognizers based on MFCC or wavelet. 

A new pre-processing stage based on wavelet denoising was 

presented in [39].This was proposed in the presence of 

additive white Gaussian noise to extract robust features. Here 

with the commonly used Mel frequency cepstral coefficients 

(MFCCs) with and without the preprocessing stage, 

performance of recognition was compared and it was found 

that using the proposed technique by 2 to 28% for signal to 

noise ratio in the range of 20 to 0 dB, the recognition accuracy 

of word was found to improve. 

A Hybrid Wavelet-Fourier-HMM Speaker Recognition 

system was presented in [40].  This system was based on 

Wavelet-Fourier Transform (WFT) and more traditional HTK 

based system on Mel Frequency Cepstral Coefficients 

(MFCC) with voiced/unvoiced classes to improve recognition 

rate. The various methods of speaker recognition such as 

multivariate kernel density, Gaussian mixture models, 

artificial neural networks or support vector machine were 

used.  Experimental results showed that DWFT branch alone 

gave recognition worse than 80% and also HTK-based system 

alone was not perfect having recognition rate of around 90%. 

But the hybrid system using both branches gave recognition 

rate of 100%. 

A speech recognition system combining FFT and wavelet 

functions were developed in [41].Here neural networks are 

used for classification. When the speaker voice sample was 

distorted, either deliberately or by imperfections of the 

recording system, advantage of this system could be seen and 

the main disadvantage of this method was that when 

compared to some other procedures which were used for 

extraction of characteristics of a speaker’s voice, it gave 

greater sensitivity to noise in the sample. 

A Robust Speech Recognition Using Perceptual Wavelet-

Packet Transform and Mel-frequency Product Spectrum 

Cepstral Coefficient was proposed in [42].Here Hidden 

Markov Model was used as a classifier. This proposed 

approach was compared with the MFCC-based conventional 

feature extraction method and showed that the proposed 

method improves recognition accuracy rate by 44.71 %, with 

an average value of 14.80 % computed on 7 SNR level for 

white Gaussian noise conditions. 

A Robust Speech Recognition system using Gammatone 

Wavelet Cepstral Coefficients (GWCC) was developed in 

[43].Here the conventional Mel filter bank in MFCC was 

replaced with a Gammatone wavelet filter bank and results 

showed that when compared with MFFCs, the Gammatone 

based features yield a better recognition performance at low 

SNRs. 
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 A speech recognition system for recognizing speaker-

independent, isolated Words in Malayalam was developed in 

[44]. Feature extraction in the time- frequency domain was 

performed using Wavelet Packet Decomposition (WPD) and 

concluded that Wavelets were very much suitable for 

processing non stationary signals like speech because of its 

multi-resolution characteristics and efficient time frequency 

localizations. Here Artificial Neural Network (ANN) was 

used as a classifier. By using this hybrid architecture of WPD 

and ANN 87.5% recognition accuracy was obtained. Also a 

speech recognition system for recognizing isolated words in 

Malayalam was developed in [2] and used two wavelet based 

techniques namely Discrete Wavelet Transforms (DWT) and 

Wavelet Packet Decomposition (WPD) for extracting features 

from speech. Here Support Vector Machine (SVM) was used 

as a classifier. A recognition accuracy of 85.4 % was obtained 

using DWT and 83.2% for WPD. A new feature extraction 

method was proposed which uses the combined features of 

both DWT and WPD called Discrete Wavelet Packet 

Decomposition (DWPD). The feature vectors obtained from 

this hybrid method gave recognition accuracy of 87.8%. A 

speech recognition system  using two different feature 

extraction techniques such as Linear predictive Coding (LPC) 

and Discrete Wavelet Transforms (DWT) was presented in 

[45] and a comparative study was carried out for recognizing 

speaker independent spoken isolated words and concluded 

that both the methods produce good recognition accuracy but 

discrete wavelet transforms were found to be more suitable 

for recognizing speech because of their multi-resolution 

characteristics and efficient time frequency localizations. 

A modified voice identification system which was useful in 

business and consumer environment using over sampled Haar 

wavelets followed by proper orthogonal decomposition was 

developed in [46]. Results showed that when speech was 

collected through mouthpieces, this system gave consistently 

better performance, but when audio was collected through 

telephones, it gave comparatively poor performance. At the 

cost of higher computational time, the better performance was 

obtained. 

Speaker Verification System using Discrete Wavelet 

Transform (DWT) and Logarithmic Power Spectrum Density 

(PSD) which were integrated for speaker accurate formants 

extraction was developed in [47] and the experimental results 

showed excellent performance with recognition rate of around 

95%. This system can be useful in various applications such 

as in password, PINs identification, security system or mobile 

phones. 

The performance analysis of voice activity algorithms (VAD) 

which were based on wavelet and AMR-WB (Adaptive Multi-

Rate Wideband) speech codec was developed in [48] and 

HMM classifier was used for pattern matching. The 

experimental results showed that wavelet approaches provided 

good results in clean, noisy and reverberant environments 

with respect to speech clipping and also gave a much lower 

computational complexity. The performance of this system by 

using AMR VAD was improved upon by approaches which 

were based on wavelet. 

The design of a hearing device based on fast wavelet 

transform and the difficulties in the use of wavelet transform 

for speech processing were proposed in [49] and showed that 

careful selection of wavelet coefficients was essential for the 

four major categories of-voiced speech, plosives, fricatives 

and silence to be identified and with the knowledge of these 

four categories showed that speech can be easily and 

effectively segmented.  

A new method which was based on power fluctuations of the 

wavelet spectrum for a speech signal was presented in 

[50].Here discrete wavelet transform (DWT) was used as a 

feature extractor to analyze speech signals, the resulting 

power spectrum and its derivatives and concluded that DWT 

was efficient because some phonemes have power variations 

in the narrow band only and it was much easier to detect those 

analyzing DWT sub signals than the power of the whole 

signal. 

A speech recognition system using Discrete Wavelets 

transformation using Daubechies wavelets was developed in 

[51]. This system was based on analysis of signals of regional 

dialects and gave similar pattern in the Regional Dialects of 

Demographic Region that provided a highly reliable way for 

recognizing speech. This system was also useful to find a new 

and effective technique which was helpful for analyzing 

signals of regional dialects and the current scenario of high 

performance computing.  

Speech Recognition Using a Wavelet Transform to establish 

fuzzy interface system through Subtractive clustering was 

developed in [52]. This system used the combination of a 

feature extraction by wavelet transform, subtractive clustering 

and adaptive neuro-fuzzy inference system (ANFIS).The 

performance was evaluated by different samples of speech 

signals- isolated words- with added background noise and 

obtained a recognition rate of about 99%. 

3. CONCLUSION  
As feature extraction is a crucial phase in speech processing 

so in this paper some of the techniques for feature extraction 

were reviewed. A well-chosen feature set can result in quality 

recognition whereas a wrongly chosen feature set can result in 

poor recognition. In FFTs, MFCCs and LPCs the feature 

vector dimensions and computational complexity are higher to 

a great extent, also they have reduced accuracy and fixed 

window size because of which they are not suitable for non-

stationary signals like speech. Using wavelet transforms the 

computational complexity and the feature vector size are 

successfully reduced and they have better accuracy, varying 

window size because of which they are suitable for non –

stationary signals. Thus wavelet transform is an elegant tool 

for the analysis of non-stationary signals like speech. Hence 

different feature extraction techniques can be used for 

different kinds of applications. Though there are various 

common applications between these feature extraction 

techniques, among all these techniques wavelet transform 

gives better system accuracy.  

Future works include experimenting with different numbers of 

coefficients, wavelet families and wavelet structure. In future 

experiments, the WCCs (Wavelet Cepstral Coefficients) 

should also be tested under different noisy conditions or 

environments to observe its robustness towards noisy speech 

or voice. Also there is a need to develop different new hybrid 

methods that will give better performance in robust speech 

processing area. To obtain better accuracy, in prosodic, text 

preprocessing and pronunciation fields there is still much 

work, research and improvements to be done.  
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