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ABSTRACT 

Content based video querying and video matching systems are 

popular in the recent technology. The content based video 

querying takes a sample video clip as an input query and 

performs the searching operation in the collection of videos 

which are stored in the video database. This proposal, 

introduces a novel content-based video matching and copy 

elimination system that finds the most relevant video 

segments from video database based on the given query video 

clip. For effective video copy elimination based on the feature 

extraction the proposed system applies the scheme names as 

Dense SIFT_OP (DSIFT_OP). This performs the feature 

extraction, copy elimination and effective query matching 

from the video collections. 

This thesis overcomes the problem of video frame mining 

based on effective Meta information’s and semantic similarity 

measures. The semantic similarity contains both textual and 

visual similarity measures. According to the discovered 

features and patterns, the query frame can obtain a set of 

relevant video frames in the refinement process. The proposed 

approach robustly identifies the duplicate frames and 

alignsthe extracted frames, which containing the significant 

spatial and temporal differences. 

Based on the feature extraction algorithm and semantic 

feature identification this applies a motion matching 

alignment scheme image alignment and video making with 

extracted clips in the large video database framework. For 

image analysis and synthesis the image information is 

transferred from the nearest neighbors to a queryimage 

according to the distance. This framework is demonstrated 

through concrete applications, such as motion field prediction 

and pattern analysis from a single image, pattern synthesis via 

object transfer, image registration and object recognition. The 

proposed sequence of object and distance finding yields better 

result for video making and video copy elimination 
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1. INTRODUCTION 
The rapid growth of digital information domain, particularly 

video source, has many challenges in retrieval. The data is 

being generated has necessitated the development tools for 

efficient search of these media. Content-based visual queries 

have been primarily focused on still image retrieval. This 

proposed system is a novel, interactive system, based on the 

visual paradigm, with spatiotemporal attributes playing a key 

role in video retrieval. This proposes an innovative algorithm 

for automated video object analysis and ranking. 

 

Challenges in video mining: 

Each day tens of thousands of video data are generated and 

published. Among these huge volumes of videos, there exist 

large numbers of copies or near-duplicate videos. According 

to the statistics on average, there are 27 percent redundant 

videos that are duplicate or nearly duplicate to the most 

popular version of a video in the search results from Google 

video, YouTube, and Yahoo! video search engines. 

 Need to verify each frame for duplicate detection 

 Number of frames may vary in every video, so the 

system may failed to identify that video is 

duplicate. 

The key contributions of this paper are given as follows: this 

explores the use of Dense SIFT features to model the 

subjective perception of similarity between two frames that 

have been extracted from a video database. This presents a 

Content-based video copy detection Retrieval system which 

evolves and uses different image similarity measures for 

different users query video. Specifically, a user-supplied 

query video allows the system to determine which subset of a 

set of objective features approximates more efficiently the 

subjective image similarity of a specific users query. 

1. Datasets  
The dataset are used as input. The system initially 

collects and stores some user defined videos in the database. 

The system stores the video by frames. 

The video data set may include any number of video files, 

about 300 records and data. The query videos are provided 

which are generated using the method in the following 

module. Specifically, each query is constructed by taking a 

segment of variable length from the test video data set. And 

the segment is embedded into a video which is not in the test 

data set. 

2. Frame analysis and feature extraction:  
Feature extraction will transform an image into a matrix of 

visual objects. Here, this module has used uniform patches to 

divide the images since they require little computational cost 

and achieve similar performances compared to the complex 

features, each image is first divided into 8 _ 8 pixel-sized 

patches. For each patch, the 8-bin texture histogram is 

calculated. 

a. Histogram analysis 

The Align Histogram module is a useful precursor 

to any image comparison routines such as template matching, 

cross correlation, stereo depth or simple image subtraction. 

The module takes as input two images and will align the 
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colors in the "source" image with those specified in the 

"target" image. Thus if you wish to compare images with 

respect to colors this module will provide a way to greatly 

reduce different lighting and color shift effects that can 

happen between two successive image captures or even in 

simultaneous capture by different cameras. 

b. Spatio temporal details 

The visual appearance of a semantic 

concept in video has a strong dependency on the 

spatio-temporal viewpoint. So the need of spatio 

temporal detail extraction is high. 

3. Segmentation: 

In this module segmentation process is to be handled. 

According to the image size the segmentation blocks will vary 

like 8X16, 4X16. Segmentation is a process of extracting and 

representing information from an image is to group pixels 

together into regions of similarity. 

4. Shot similarity matching: 

Dense SIFT: The Dense SIFT features are a set of SIFT 

features which are extracted uniformly in each spatial 

location. Normally SIFT features are extracted at the salient 

locations, but dense SIFT features are proven as quite 

effective in image similarity matching.In each equally divided 

grid, an optical flow is extracted even though the location has 

no salient feature. 

5. Video retrieval 

In the matching result graph, the vertex variable represents a 

match between query video and stored data.To determine 

whether there exists an edge between two vertexes, two 

measures are evaluated in this module.The graph-based video 

sequence matching method has good scalability to the 

application based on sequence matching. 

The proposed method can find the best matching sequence in 

many messy match results, which effectively excludes false 

“high similarity” noise and compensate the limited description 

of image low-level visual features. The graph-based method 

takes fully into account the spatiotemporal characteristic of 

video sequence, and has high copy location accuracy. The 

graph-based sequence matching method can automatically 

detect the discrete paths in the matching result graph. Thus, it 

can detect more than one copy. 

2. RELATED WORK  

With the rapid growth of digital devices, internet 

infrastructures, and web technologies, video data nowadays 

can be easily captured, stored, uploaded, and shared over the 

Web. Although general search engines have been well 

developed for searching videos over the internet is still a 

tough task. Typically, most Web search engines index only 

the metadata of videos and search through a text-based 

approach. However, without the understanding of media 

content, general search engines have limited capacity of 

retrieving relevant video information effectively. Thus, there 

is much scope to improve the retrieval performance of 

traditional meta-data based search engines through exploiting 

media content. Content-based video retrieval (CBVR) is 

becoming a promising direction for implementing reliable 

video search engines in future. This is retrieved from [38], 

[13]. 

Most existing content based video retrieval (CBVR) systems 

select video shots [38], homogeneous video regions, or 

semantic video objects. The major problem for using the 

semantic video objects for video content representation and 

feature extraction is that automatic semantic video object 

extraction in general is very hard, if not impossible [42] 

The paper [16] addresses the limitations of the novel 

multimodal and multilevel ranking scheme approach. The first 

idea in [16] mainly employed text and visual information’s in 

the ranking tasks. In addition, they have suggested that will 

include additional information from other modalities. 

For example, this can study high-level concept detection 

techniques [1] and investigate some concept models to 

improve the ranking performance [41], [8]. It is likely that the 

proposed scheme could be improved by engaging additional 

information. Second, in the implementation, the fusion 

parameters are simply set to default parameters. In future 

work, this could study more intelligent solutions to determine 

the optimal parameters for multimodal fusion. 

Third, in the current ranking solution, this considers only the 

query free approach for automatic search tasks. For future 

work, the query-class dependent weighting methods [41] can 

also be extended to the solution for further improving the 

retrieval performance. How to develop an effective query-

class dependent algorithm using the graph based ranking 

framework will be an interesting research issue in future 

works. Moreover, this will apply the solution to solving other 

problems of content-based video retrieval, such as interactive 

video retrieval [7] and image/video annotation [31]. To these 

problems, this will explore the proposed multimodal and 

multilevel framework together with active learning techniques 

[37], [15] to overcome these open challenges. This may also 

study more effective kernel learning methods, such as the 

nonparametric kernel learning for improving the retrieval 

performance [14]. Lastly, this may study more efficient 

indexing techniques in the current solution. For large-scale 

video retrieval applications, determining how to index the 

data is important, a topic which was excluded in the previous 

discussion. To enable efficient solution of queries, some 

emerging indexing techniques, such as Locality-Sensitive 

Hashing [9] and SVM indexing [32], can be investigated 

when building an efficient ranking and indexing scheme for 

significant content-based video search engines and retrieval 

systems. 

According to the statistics of [10], on average, there are 27 

percent redundant videos that are duplicate or nearly duplicate 

to the most popular version of a video in the search results
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from Google video, YouTube, and Yahoo! video search 

engines. As a consequence, an effective and efficient method 

for video copy revealing has become more vital. A valid video 

copy detection method is based on the fact that “video itself is 

watermark” [10] and makes full use of the video content to 

detect copies. 

As reviewed in [25], many content-based video copy 

detection methods have been proposed. Furthermore, copy is a 

subset of near duplicate. Copies have an origin, while near-

duplicates may not. Specifically, two news videos on the same 

event from two broadcasting corporations are not copies, but 

near duplicates since they deliver the same information to 

audience, although some variations on the scenes may exist. 

Also, there are many methods proposed on near-duplicate 

detection. The methods on copy and near duplicate detection 

can be grouped into two types. 

One type of copy detection methods uses global descriptor. 

Literature compared distance measures and video sequence 

matching methods for video copy detection [10], [11]. They 

employed convolution for motion direction feature, L1 

distance for ordinal intensity signature (OIS), and histogram 

intersection for color histogram feature. The results show that 

the method using OIS performs better. Yuan et al. combined 

OIS with color histogram feature as a tool for describing 

video sequence [43]. 

The work in [21] and [4], with [11] as the basis, designed 

region intensity rank signature along time sequence. 

Specifically, they divided each video frames along the time 

sequence into several blocks and proposed average gray 

values for each block. Then, they linked gray values of these 

divided blocks separately along the time direction before they 

use those sequence information to describe the video content. 

Shen et al. [23], [5] introduced a real-time near-duplicate 

video detection system, UQLIPS, which globally summarized 

each video to a single vector. 

Huang et al. [18] used global image feature such as color 

histogram and texture to represent each video frame. Wu et al. 

[13] adopted the color histogram in HSV color space to detect 

and remove the majority of duplicates of web videos. 

Another type of methods is based on local descriptors. The 

local descriptors on points, lines, and shape play an important 

role in image and video copy detection. Among them, 

descriptors on points are widely used. Specifically, 

spatiotemporal interest points were employed to classify 

human actions and to detect periodic movement [24]. 

Willems et al. [40] presented a robust content-based video 

copy detection method based on local spatiotemporal features. 

Ke et al. used local point features for near duplicate image 

detection and sub image detection [36]. Law-To et al. [27] and 

Joly et al. [20] adopted Harris corner points [12] as feature 

points in video frames. And the difference of their methods 

lies in how to describe the feature points. Specifically, Law-

To et al. [27] selected four different locations at the space 

around interest points (i.e., these four locations are in the 

same frame) when they describe the feature points, while Joly 

et al. [20] selected four different locations around interest 

points in both time and spatial domain. Besides, Law-To et al. 

[27] also described thetrajectory characteristic of feature 

points and used labels (such as “background” or “movement”) 

to label some feature points. 

This method can effectively improve the robustness and 

discriminative ability of video signature. Similarly, Satoh et 

al. [34] detected duplicate scenes by using the trajectory 

characteristic of the feature points. Zhou et al. [44] proposed a 

shot-based interest point selection approach for near-duplicate 

search. Methods based on global descriptor are carried out 

primarily by using spatiotemporal low-level features of the 

whole image. The features used include color histogram. 

3. METHODOLOGIES 
This chapter discus about the contributions and methodologies 

involved in the proposed work. By using the auto ST 

segmenting method, continuous video frames can be 

segmented into temporally continuous and visually similar 

video segments. Three frames are extracted from each video 

segment, which are the first frame, the key frame and the last 

frame of this segment. 
 DSIFT_OP (DSIFT + OP) -The similarity score by 

matching with DSIFT (Dense Scale Invariant 

Feature Transform) on SIFT features and optical 

flows. 

 Spatio-temporal pattern matching. 

 motion matching alignment scheme 

 Weight assignment based on the feature. 

 Temporal video segmentation method

3.1 Video Extraction Algorithm 
Generating semantic template (ST) to support high-level 

video retrieval.The system performs the above method to 

perform video extraction. The following steps are involved 

Input:Video (V), frame (F) 

Output: Key point descriptor (K), matched frames and 

combined video 

Step 1: Segment the video frames and extract features of the 

key frames. 

The first step performs the temporal video segmentation 

method to segment the video sequences into frames.Frames 

[F] =Split (VT) 

Step 2: Then extracts SIFT features of the key frames. 

 

Dense SIFT technique has been applied in this step. This 

collects more features at each location and scale in a frame, 

this helps at increasing recognition accuracy accordingly. 

Step 3:  Store the frame in the database. 

Step 4: Perform the step 2 for the query video or frame. 

Step 5: Match the query video and target video by DSIFT OP 

method. 

This performs the following steps 

 Spatio-temporal pattern matching. 

 Weight assignment based on the feature. 

 Performs visual and textual similarity matching 

Step 6: Retrieve the set of frames matched for the query frame 

Step 7:Perform the motion matching alignment scheme for 

video making from the retrieved frames 

Step 8: Use DSIFT_OP descriptor and key points for 

alignment. 
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To better represent the local content of video frames, the 

system uses Dense SIFT with OP descriptors to represent the 

local content of video frames present the video sequences. On 

the other hand, since the number of Dense SIFT feature points 

in video sequences is large, it thus exists high computational 

cost for video copy detection. 

By using the spatio temporal indexing methods, the temporal 

information of the Dense SIFT feature points in different 

frames will be extracted. The process of this scheme is to 

match the two Dense SIFT feature sets in two video frames 

and make use of the temporal information of video frames. 

3.2  Dense Sift Algorithm 
Dense SIFT derives from SIFT algorithm, which is an 

important key point based approach in the content mining. 

The dense SIFT features are a set of SIFT features which are 

extracted uniformly in each spatial location. Normally SIFT 

features are extracted at the salient locations, but dense SIFT 

features are proven as quite effective in video similarity 

matching. The SIFT features are clustered into an arbitrary 

number of groups by the k-means clustering. The number of 

clusters is empirically chosen. SIFT finds all the key points in 

the frame with respect to the gradient feature of each pixel. 

Every key point contains the information of its location, local 

scale and orientation. Then, based on each key point, SIFT 

computes a local image descriptor which shows the gradient 

feature in the local region around the key point. Combining all 

the local descriptors, this gets the complete features from the 

image. 

Generally, for generic object category recognition, better 

results are obtained using dense feature extraction rather than 

key point-based feature extraction. Dense SIFT collects more 

features at each location and scale in an image, increasing 

recognition accuracy accordingly. 

The proposed method consists of the following steps. 

Step 1: Matrix A
Nm

= (A1;A2; . . .;Am) represents the feature 

point set of image A and matrix B
Nn

 = (B1;B2; . ..;Bn) 

represents the feature points set of image B, respectively. In 

another word, Ai(i = 1; . . .;m) and Bj(i =1; . .. ; n) represent 

DesnseSIFT feature points in image A and B respectively. 

The dimension of Ai and Bj is N(N = 128). 

 

 

 

 

 

 

 

Fig: 3.2.1  Dense SIFT descriptor geometry 

The above figure (3.2.1) represents the Dense SIFT descriptor 

process. In this proposed work the scheme uses the 

characteristics of the image dense SIFT feature matrix and its 

optimal temporal threshold value to match the Dense SIFT 

feature point sets of images. Suppose that A and B represent 

two images containing m and n Dense SIFT feature points, 

respectively, the objective of the algorithm is to match two 

point sets and compute the similarity between two images. 

Step 2: Repeat the first step in order to get more description 

points 

DesnsepointDp =D (A, B) 

Step 3: Generate the global descriptor and match the data with 

the resource result graph according to the matching results. In 

the matching result graph, the vertex Mij represents a match 

between CQ i and CT j. To determine whether there exists an 

edge between two vertexes, two measures are evaluated. 

 

 

 

 

 

 

 

 

 

 

 

 

Fig: 3.2.2 Temporal video segmentation method 

3.3 Dense Optical Flows 
In each equally divided grid, an optical flow is extracted even 

though the location has no salient feature. For the temporal 

dimension, the optical flows are calculated in the original 

video clips. Frame extraction and video making with effective 

duplicate elimination is the highlight of the proposed system. 

When the query given by the user the system extracts the 

DSIFT descriptor and matches with the video repository. In 

the application of video retrieval, the problem of searching for 

frames from huge or large databases is still a challenging one. 

The proposed implements the visual and textual similarity 

matching and aligning techniques in large set of frames using 

graph based approach. This means that the search will analyze 

the actual content of the video by using colors, shapes and 

textures. 

One process involved in the frame extraction is the Dense 

SIFT (DSIFT) descriptor, which is extracted at a single scale 

for all the pixels in the image. Establishing correspondences 

between two images is then performed either locally or by 

using global optimization schemes such as the Dense SIFT-

Flow algorithm 

In each equally divided grid, an optical flow is extracted even 

though the location has no salient feature. For the temporal 

dimension, the optical flows are calculated in the original 

video clips. Frame extraction and video making with effective 

duplicate elimination is the highlight of the proposed system. 

When the query given by the user the system extracts the 

DSIFT descriptor and matches with the video repository. In 

the application of video retrieval, the problem of searching for 

frames from huge or large databases is still a challenging one. 
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The proposed implements the visual and textual similarity 

matching and aligning techniques in large set of frames using 

graph based approach. This means that the search will analyze 

the actual content of the video by using colors, shapes and 

textures. 

One process involved in the frame extraction is the Dense 

SIFT (DSIFT) descriptor, which is extracted at a single scale 

for all the pixels in the image. Establishing correspondences 

between two images is then performed either locally or by 

using global optimization schemes such as the Dense SIFT-

Flow algorithm 

By using the temporal video segmenting method that will 

perform the continuous video frames temporally that can be 

segmented into temporally continuous and visually similar 

video segments. The frame extraction technique extracts all 

frames from each video segment, and performs the descriptor 

for each key frame, the key frame and the last frame of this 

segment. 

The keyframe is determined by the frame that is the most 

similar to the average frame (i.e., the average feature value of 

all the frames within the segment). The keyframe is used for 

video sequence matching, while the first and the last frames 

for accurately determining the segment location for copy 

detection and assisting matching. Each segment is assigned a 

continuous ID number along the time direction.  

 

 

 

 

 

 

 

Fig: 3.3.1 Query Video 

 

Fig: 3.3.2 Extracted Frame From Query Video 

For continuous frame matching, Dense Sift Invariant Feature 

Transform (DSIFT) and optical flow have been implemented. 

SIFT has been widely used to match two or more frames. 

DSIFT features extracted from key frames may not good 

enough to capture the movement of objects in the frames. 

Thus, this also uses the optical flow to capture the continuous 

frames and objects in the sequence of frames in a video clip. 

3.4 Evaluation Of The Dense Scene 

Alignment 
The system needs further evaluation for Dense SIFT which 

performs compared to human perception of scene alignment. 

DSIFT optical flow is such a well-defined problem that it is 

straightforward for humans to annotate motion for evaluation 

In the case of Dense SIFT flow, however, there may not be 

obvious or unique pixel-to-pixel matching as the two images 

may contain different objects, or the same object categories 

with very different instances. To evaluate the matching 

obtained by Dense SIFT flow. 

3.5 Predicting Motion Fields from a Single 

Image 
The frames are aligned by predicting the motion fields from a 

single image from video. When predicting the motion fiends 

from a single image, namely to know the frames and its 

sequence. This adds potential temporal motion information 

onto a single image for further applications, such as animating 

a still image and event analysis. A scene retrieval 

infrastructure is established to query still images over a 

database of videos containing common moving objects. The 

database consists of sequences depicting common events, 

such as cars driving through a street and kids playing in a 

park. Each individual frame was stored as a vector of dense 

SIFT features, as described. In addition, this stores the 

temporal motion field estimated using between every two 

consecutive  frames  of  each  video.  This  compares  two 
approaches for predicting the motion field for a query still 

image. In the first approach, using the DenseSIFT based 

optimal content matching this retrieves nearest neighbors 

(similar video frames) that are roughlyspatially aligned with 

the query, and directly transfer the motion from the nearest 

neighbors to the query. 

3.6 Image Alignment 
This has demonstrated that Dense SIFT flow can be 

effectively used for retrieval and synthesis purposes. In this 

section this shows that Dense SIFT flow can be applied to 

traditional image alignment scenarios to handle challenging 

registration problems in the video retrieval. Same-scene image 

registration Image registration of the same 3D scene can be 

challenging when there is little overlap between two images 

or drastic appearance changes due to phenomena such as 

changes of seasons and variations of imaging conditions 

geographical deformations, and human activities. Although 

sparse feature detection and matching has been a standard 

approach to image registration of the same scene. 

4. CONCLUSION AND FUTURE WORK 
In this paper, the study addressed the problem of extracting 

and storing video clips for content-based video query. The 

frame descriptors are found using a strong descriptor such as 

Dense SIFT learnt from a learning algorithm. Then, the 

similarity of video clips is calculated by the spatio-temporal 

pattern matching which includes spatio temporal dimension 

into the matching schema using the local and global 

descriptors. the experimental evaluation using traffic related 

videos and other synthetic dataset shows that the spatio 

temporal dimension is an effective feature to match video 

clips improves the accuracy and performance. This also 

performed a comprehensive comparison with existing 
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methods and showed that the Dense SIFT OP with spatio-

temporal matching systems outperformed. 

The main objective of the study is to remove the duplicate 

data and extracting the meaningful information to the human 

expected needs based on the query image or video. The 

images are extracted with DSIFT descriptor techniques and 

the visual score calculation is highly focused. Here, images 

are segments based on RGB Components. The threshold 

method based on the key frame is used to compare the images. 

This application can be used in future to extract and make 

video in animation and video image retrieval engines. 

In this study, this introduces a new scheme using data mining 

framework that supports spatial temporal data based video 

retrieval and image matching. Feature descriptors are 

extracted from image tiles and summarized into visual 

thesaurus. Visual thesaurus allows us to record spatial 

relationships among labeled descriptors using DSIFT 

approach. 

In future the system may implement strong data mining 

technique to deal the storage problems. The current study does 

not deal with the storage based issues. The system may 

improve with the above constraint in future. The proposed 

scheme is implemented as an application, in future this will be 

implemented in real time. Secondly if the video input is very 

large the frames will be more so it takes very long time to 

split the video into frames so this should be reduce in future. 

The system can also extend with some other descriptors other 

than dense descriptor. Effective pattern matching and object 

matching in the frames will helps us to identify the duplicate 

frames and videos 
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