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ABSTRACT 

It is difficult to find the hidden information in the educational 

database system, because of the rapid increase of the student’s 

data. The hidden information from the educational databases 

can be used for the various predictions like students’ 

performance, offering different career choices to students, 

prediction of student’s enrollment into various courses and 

many more. This data can be learned incrementally by using 

instance based or batch based approach. The instance based 

method is just like an online learning, the system will handle 

each instance incrementally, the algorithm itself is an 

updatable, and the knowledge will be updated by every 

instance in time. In the batch based approach, instances are 

coming in the batches and will be operated in a bulk, so the 

processing time requires for it is less as compared to instance 

based approach and learning new concept is possible when the 

data is available in a batches. The paper proposes three 

approaches of incremental learning and compares for handling 

students data and compares the results of the same.   
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1. INTRODUCTION 
The data in the education system may be generated online or 

batch wise. The student’s data in the online education system 

or distance based education system is not only dynamic but 

also generates real time, so there is a need to handle the data 

instance wise. In batch wise data or yearly data of a students, 

there is a need of batch based incremental learning system, 

which can handle the student’s data batch wise. The idea is 

that, when the new data introduces with the system, there 

should not be need to train the system from scratch, the 

system should update itself, without forgetting the previously 

acquired knowledge and without referring to the previously 

leaned data, it should learn new knowledge from the new 

data[1]. 

In the literature, there are many classifiers which can handle 

the instance based data incrementally, some of them are naïve 

bayes updatable, K star algorithm, Nearest Neighborhood, 

Winnow, and Regression based learner and locally weighted 

learning algorithms. All these algorithms are available in 

weka. For the instance based learning, these algorithm can be 

combined together to get the good classification result. The 

strategy used in [2] can be used for ensembling of these 

algorithm for different applications. Mainly there are three 

types of approaches or various ways of using supervised 

algorithms for instance based or batch based incremental 

learning. Following are the approaches studied in the 

literature. 

1. Instance- based incremental learning 

2. Ensembling of instance based algorithms 

3. Batch based incremental learning algorithms, only 

one base classifier will be used. 

In the first approach, the algorithm which itself can handle the 

incremental data, called as self updatable algorithms, in which 

the algorithm update itself instance wise. The advantage is 

that, there will be only single instance in the memory as 

algorithm will handle the data instance wise [3]-[4]. In the 

second approach, the ensembling of these updatable 

algorithms can be done to get the better results [5]-[6]. In this 

approach also, there will be single instance in memory but the 

advantage over the first approach is that, it will take the voting 

[7]-[8] of several instance based algorithm before predicting 

the final class of the instance. In the third approach, any 

supervised classifier can be used as a base classifier [9]-[14]. 

There are mainly three ways to apply the base classifier, to the 

subset of dataset.  

1. Every time some random samples can be taken from 

the dataset and the base classifier will be applied, this can be 

used when the data set is small. 

2. The dataset is divided in to batches, and for every 

batch, classifier will be applied, this method generally used, 

when there is a need to handle huge amount of data. 

3. For every batch, different features of the dataset will 

be chosen and the data will be classified by using base 

classifier. 

In the second and the third approach, because of the multiple 

opinions, ensembling strategy is used to combine the final 

decision.  The output of the every classifier, called as 

hypothesis hereafter, can be combined by using different 

voting rules available in the literature[15], median rule, max 

rule, min rule, geometric average rule, arithmetic average 

method, majority voting method, weighted arithmetic average 

rule weighted majority voting, can be used. In this paper, all 

the above three approaches are used for handling students 

data. This paper is organized as follows, section II introduces 

the concept of incremental learning. The instance based and 

batch based incremental learning approach for students 

classification are proposed in the section III. Analysis of 

incremental learning approaches with experiments and 

comparisons is given in section IV. Section V gives the 

conclusion and the future scope of the study.  

2. INCREMENTAL LEARNING 
A practical approach for learning from new data is nothing 

but, discarding old classifier and retraining the new classifier, 

with all the data. This type of approach is having the problem 

of cataclysmic forgetting. It is not a desirable approach as 

retraining is involved which is financially costly, and requires 
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more time. For the instance based and batch based approach, 

supervised algorithms are used for classification purpose. In 

the literature, many of the incremental learning algorithms are 

used for online learning applications [16], which are itself 

updatable. 

In the batch incremental learning concept, most of the 

algorithms uses the adaptive principle of knowledge 

transformation, can be achieved using weight distribution 

function used in the ADABOOST [17]-[19]. The idea is that, 

initially the weights of all the samples in the dataset, are 

equal, means all samples are having equal importance for 

classification, when new samples arrives for the classification, 

the weight distribution function changes, accordingly, like 

examples which are hard to classify will have more weight as 

compared to the examples which are easy to learn, means hard 

examples which are difficult to classify will be given more 

weightage. 

The difference between the ADABOOST and the incremental 

learning algorithm, is ADBOOST does not compute the 

compound hypothesis, whereas in the incremental learning 

concept compound hypothesis will be calculated to get the 

final knowledge accumulation. 

3. INSTANCE BASED AND BATCH 

BASED APPROACH 
As described in the introduction section, there are three 

approaches of incremental learning used in this paper. The 

incremental learning algorithms suitable for students data 

classification, which can handle the numeric attributes of the 

students dataset are namely Naïve bayes updatable, IB1, IBk, 

NNge, and Kstar. These algorithms can be ensembled using 

different voting rules to get the good classification result. At 

last, the algorithm for batch incremental learning is explained. 

The working of all the algorithms are given below 

3.1 Naïve Bayes Updatable 
It is an incremental form of Bayesian networks, as it assumes 

that each feature is not dependent on the remaining features. 

The naïve Bayes algorithm usually used for a batch learning, 

because when algorithm handles each training sample 

separately, it could not perform its operations well, described 

in[20]-[24]. As per the characteristics of the incremental 

learning algorithm, the naïve Bayes algorithm can be trained 

by using one pass only as per the steps below:  

1. Initialize count and total=0 

a. Go through all the training samples, one sample at 

a time 

b. b.Each training sample, t (x, y) will have its label 

associated with it. 

c. c.Increment the value of count, as it goes through 

the particular training sample. 

2. The probability is calculated by dividing individual 

count by the set of training data samples of the 

similar class attribute. 

3. Compute the previous probabilities p(y) as the 

portion of entirely training samples which are in 

class y. 

3.2 IB1/IBk 
This algorithm does not built the model, it generates 

prediction for a test instance at time. The particular case is 

classified by using majority voting of its neighbor with the 

case being assigned to a class most common amongst its 

neighborhood by using distance function (1). 

  (𝑥𝑖 − 𝑦𝑖)2𝑘
𝑖=1     (1) 

IBk implements kNN. It uses normalized distances for all 

attributes on different scales have the same impact on the 

distance function. The number of neighbor’s returns from it 

may be more than k, if there are ties in the neighbors. The 

neighbors are voted to form a final classification [25]. 

3.3 NNge 
It is a non-nested generalized exemplars. This algorithm is 

based on IB1, IBk and kNN algorithms. In the instance based 

learning, the classification time required is more, as there will 

be one instance at a time in memory, so the generalized 

exemplars can be the solution to deal with this. Generalized 

exemplars are the one which is representation of more than 

one of the actual instances in the training set. In NNge, the 

generalization is formed by, a new examples are added in the 

database each time by joining it to its nearest neighbor of the 

same class [26]-[27]. 

Algorithm: 

1. For each exemplar E in the training data, find the hyper 

rectangle Hk   which is closest to Ej  

2. If distance between Hk   and Ej is zero then 

a. If class of Hk   and Ej  are note equal, split Hk  with E, else 

H’= extend Hk   with Ej   

3. If H’ overlaps conflicting hyper rectangle the and Ej as a 

non-generalized exemplar 

a. Else Hk= H’ 

Hyper rectangle H is given by equation (2) 

D (E, H) =   𝑊
𝑑 Ei ,Hi 

Ei𝑚𝑎𝑥 −Ei𝑚𝑖𝑛
 

2
𝑛
𝑖=1   (2) 

3.4 Kstar 
It is a sample based learner, where the test sample case is 

decided by using the class label of training samples based on 

some kind of similarity function. It uses equation (3), called as 

entropy based distance function, based on the probability of  

transforming one instance in to another by randomly choosing 

between all possible transformations and turns out to be much 

better than Euclidean distance for classification [28]. 

𝐾∗= 𝑦𝑖,, 𝑥 = 𝑙𝑛𝑃∗ 𝑦𝑖,, 𝑥    (3) 

4. ENSEMBLE OF INCREMENTAL 

LEARNING ALGORITHM 
The combinations of the above mentioned algorithms are tried 

to get the maximum accuracy for the student’s classification. 

The hypothesis of the different classifiers are combined by 

using different voting rules. 

Two algorithm namely Naïve bayes and Kstar are ensemble 

using majority voting rule to get the final hypothesis. The 

voting rules namely Geometric average rule, Arithmetic 

average rule, Majority Voting Rule, Min rule, Max rule are 

used for combining the hypothesis. The first three rules are 

given in equation (4) to (6), for min and max rule, minimum 

and maximum value of the final hypothesis will be chosen 

according to the voting rules (7) and (8) respectively. 

 xt →yj satisfy max                          yj

1

𝐿
 𝑃𝑖  

yj

xt

 𝐿
𝑖=𝑖      (4) 

 xt →yj satisfy max𝑦𝑖
 𝑃𝑖(

yj

xt

)𝐿
𝑖=𝑖                           (5) 
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 xt →yjsatisfy max𝑦𝑖
 ∆𝐿

𝑖=1  
yj

xt
 , ∆ 𝑖  

yj

xt
 =

1;𝑖𝑓 ht  xt   →yj0;𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒                                   (6) 

  xt →yj  satisfy max
                          yj

{min𝑃𝑖(
yj

xt

)} 

xt → yj  satisfy max
                          yj

{max 𝑃𝑖(
yj

xt

))} 

5. BATCH BASED INCREMTNAL 

LEANRING ALGORITH  
In the batch based incremental learning, the dataset is divided 

into batches, some k classifiers are trained on every batch, 

hypothesis of one batch is given to next batch for the  purpose 

of knowledge transformation and finally composite hypothesis 

is calculated to get the  final voting. 

Algorithm: 

Input:  Dataset is divided into equal subsets, D1,….Dk 

Base classifier CART is used 

Ck- no. of classifiers/no. of iterations 

Learning Procedure: 

Do for k=1 to k 

 Initialize weight with equal distribution, as nothing 

is learned yet, otherwise 

Do for t=1 to Ck 

1. Set Pt=W. /  𝑤𝑡 𝑖 .𝑚
𝑖=1  So that Pt is a weight 

distsribution 

2. Select Training set, TR and testing set,TE from 

the first subset Dt 

3. Train training set, TE of Dt with CART and get 

the hypothesis ht 

4. Use the hypothesis ht to calculate the error for 

testing data TE. 

5. Normalize the error, using β= 
𝛼

(1−𝛼)
 

6. Call the weighted majority voting rule, eq (6) 

to get the compound hypothesis, calculate the 

composite error Et. 

7.  If Et>0.5 discard the composite hypothesis and 

go to step 2. 

8. Normalize the composite error 

9. Update the weight, so that examples hard to 

classify will get more importance. 

Output: Final hypothesis is calculated by using majority 

voting rule given in equation (6). 

6. ANALYSIS OF INCREMENTAL 

LEARNING APPROACHES  
There are total three experiments done with the approaches 

discussed in section I.  The first    dataset of students is 

created by conducting test on student, we named it as Indian 

Students dataset and other is Turkey student’s dataset. The 

Indian Students dataset attribute description is given in Table 

I. These three experiments have been done on the datasets 

mentioned in Table II. Table III gives the performance of an 

instance based classifiers on both the students’ dataset. 

TABLE I Attribute of the dataset. 

 

TABLE II: Dataset Description 

 in the first experiment, the performance of an instance based 

classifiers are calculated for both the datasets. It has been 

found that the Naïve Bayes updatable classifier performs well 

on students data as compared to other instance based learning 

algorithms. The results are shown in TABLE III. In the 

second experimentations all the permutations and 

combinations of the algorithms have been done with different 

voting schemes and it is observed that the ensemble of Naïve 

Bayes and Kstar gives highest performance with majority 

voting rule. The results of the same are shown in TABLE IV 

and V. 

In the third experiment, the student’s data fed to the system 

batch wise. For the simulation, the dataset is divided into 

batches, for every  batch the data taken for training and testing 

purpose. 

TABLE III: Performance of instance based classifiers on 

student’s dataset 

Name of the 

Dataset 

 

No. of 

Instances 

No. of 

Attributes 

No. of 

Classes 

Students Data 250 10 7 

 

Turkey Students 

Data 

2743 34 3 

 

A 

Self 

Awareness 

B 

Empath

y 

C 

Self-

Motivation 

D Emotional 

Stability 

E 

Managing 

Relations 

F 

Integri

ty 

G  

Self 

Development 

H  

Value 

Orientation 

I 

Commit

ment 

J  

Altruistic 

Behavior 

11and 

Above 
15 and 

above 

18 and 

above 

11 and 

above 

12 and 

above 

8 and 

above 
6 and above 6 and above 

6 and 

above 
6 and above 

4  to 10 
7 to 14 9 to 17 4 to 10 5 to 11 4 to 7 2 to 5 2 to 5 2 to 5 2 to 5 

3 and 

below  
6 and 

below 

8 and 

below 
3 and below 

4 and 

below 

3 and 

below 
1 and below 1 and below 

1 and 

below 
1 and below 

Name of the 

classifier 

Classification % 

(Students data) 

Classification % 

(Turkey  Dataset) 

 

Naïve Bayes 89.6 86.65 

IB1 87.6 88.18 

IBk 89.2 88.18 

Kstar 89.2 99.52 

NNge 88.8 99.92 
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TABLE IV: Result of Ensemble of two incremental learning classifiers for Students dataset 

Ensemble of 

classifiers 

Classification rate by using different voting rules 

 

Geometric average 

rule  

Arithmetic average 

rule 

Majority Voting 

Rule 

Min Probability Max Probability 

NB+IB1 87.6 87.6 90 87.6 87.6 

NB+IBk 88 87.6 91.6 88 88 

NB+Kstar 90 89.6 92 89.6 90 

NB+NNge 88.4 88.8 90 88.8 88.4 

IB1+IBk 87.6 87.6 90 87.6 87.6 

IB+Kstar 87.6 87.6 90 87.6 87.6 

KB1+NNge 87.6 84 89.6 84 87.6 

IBk+Kstar 89.6 89.2 89.6 89.2 89.2 

IBk+NNge 88.8 88.8 89.6 88.8 88.8 

Kstar+NNge 88.8 88.8 90 88.8 88.8 

TABLE V: Result of Ensemble of two incremental learning classifiers for Turkey Students dataset 

Ensemble of 

classifiers 

Classification rate by using different  voting rules  

 

Geometric average 

rule  

Arithmetic average 

rule 

Majority Voting 

Rule 

Min Probability Max Probability 

NB+IB1 88.18 88.18 86.87 88.18 88.18 

NB+IBk 87.71 88.73 86.87 89.39 87.56 

NB+Kstar 97.01 98.14 92.78 97.48 96.93 

NB+NNge 99.92 99.92 92 99.92 99.92 

IB1+IBk 88.18 88.18 88.18 88.18 88.18 

IB+Kstar 88.18 88.18 93.4 88.18 88.18 

KB1+NNge 94.34 88.11 93.54 88.11 94.34 

IBk+Kstar 96 96.6 93.4 95.88 96.2 

IBk+NNge 99.92 99.92 99.92 99.92 99.92 

Kstar+NNge 99.92 99.92 99.7 99.92 99.92 

 
No. of Classifiers 

Fig. 1 Performance of a batch based incremental learning 

algorithm 

 

 
No. of Classifiers 

Fig. 2 Performance of a batch based incremental learning 

for students dataset 

  

7. CONCLUSION AND FUTURE SCOPE 
This paper aims to study and experiment the instance-based 

and batch based approaches for incremental learning. When 

the amount of students data in the database grows and so the 

knowledge taken out from these data need to be updated 

continuously, the proposed approaches are used to handle the 

students data instance-wise or batch-wise. All the 

experimental results shows that, all the three approaches of 

incremental learning are applicable for the student’s 

classification problem. Use of these approaches of 

incremental learning algorithm can be used for any kind of 

stream data. These approaches can be used depending on the 

application.  

There is a scope of inventing new weight distribution function 

which can be used for selecting samples for batch learning. 

The researchers can work on new class detection in the 

incremental data. 
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