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ABSTRACT 
Forecasting stock price movements is of immense 

importance to any stock trader. However, traditionally, this 

has been accomplished using technical analysis tools. In 

this study, an attempt has been made to employ data mining 

to identify the one-day-ahead stock price levels. Two 

different approaches are considered. The two approaches 

are empirically validated on twelve stock price datasets, 

with the stocks drawn from the Indian, US and UK stock 

markets. Results indicate that both the approaches proposed 

in the present study are capable of successfully forecasting 

the one-day-ahead stock price levels.   
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1. INTRODUCTION 
Investing in stocks is generally considered to be a high-risk 

enterprise, mainly due to the apparent unpredictability in 

the stock price movements. It was claimed in [1] and [2] 

that stock prices follow random walk and concluded that it 

is not possible to successfully predict stock prices. 

However, there is empirical evidence, eg. in [3],[4]and 

[5]to suggest that it is in fact possible to successfully 

forecast stock price movements. The traditional approach to 

forecasting stock markets is to employ technical analysis 

[6]. However, soft computing based approaches are now 

being increasingly used for the purpose. Two common 

approaches to forecasting stock markets using soft 

computing techniques appear to be (a) forecasting the 

future stock price values and (b) forecasting the future 

stock price trends. Hybrid adaptive filters have been used in 

[7] to forecast stock indices. An empirical study of the 

effectiveness different types of artificial neural networks 

(ANN) in predicting the BSE-Sensex was carried out in [8]. 

It was observed in [8] that Levenberg-Marquardt (LM) 

algorithm is best suited to train a feed forward ANN. 

Hence, in the present study, LM algorithm has been used. 

Neuro-fuzzy hybrid systems and Genetic Algorithm (GA)-

ANN hybrid systems have also been used in [9] and [10], 

respectively, for stock market index prediction. Stock 

market trend prediction was successfully carried out in 

[11]-[14]. While a decision tree—rough set hybrid system 

was used in [11],   a hybrid decision tree-neuro-fuzzy 

System was employed in [12]. In [13], a GA optimized 

decision tree-Support Vector Machine (SVM) based stock 

market trend prediction system was used and in [14], the 

effectiveness of ant colony based forecasting systems in 

forecasting trends in BSE-Sensex was empirically 

evaluated. Other approaches considered include temporal 

association rule mining [15]. Soft computing techniques 

have also been used for portfolio optimization [16].           

In this study, two soft computing based approaches to 

forecasting one-day-ahead stock price levels are 

empirically evaluated. The first approach views the stock 

price level forecasting problem as a regression problem and 

attempts to forecast one-day ahead stock price trends using 

a GA optimized symbolic aggregate approximation (SAX)-

ANN based regression system. The second approach views 

the level forecasting problem as a classification problem 

and uses a similar GA-optimized-SAX-ANN based system 

but the system is now configured as a classifier. The 

detailed working of the systems proposed is described in 

the following sections. The rest of the paper is organized as 

follows: Section 2 presents the system description, section 

3 presents the system specifications. Results are presented 

in section 3 and conclusions in section 4.  

2.  SYSTEM DESCRIPTION 
Two different approaches were considered for forecasting 

the one-day-ahead price levels: regression and 

classification. 

The steps involved are detailed in sections below. 

 2.1 Identification of Chaos 
Stock market data tends to exhibit nonlinear dynamics in 

time domain. This nonlinearity can lead to poor prediction 

accuracy and hence poor trading performance. In the 

present study, as the first step, the stock price time series 

under consideration are tested for chaos using the technique 

described in [18] and [19].  
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The degree of chaos in the selected time series is measured 

by identifying the value of its Lyapunov exponent (λ). In 

general, it can be said that:  

If 𝜆 < 0; The time series is likely to show deterministic 

behavior and hence higher predictability . 

If  𝜆 > 0; The time series is Chaotic. 

If 𝜆 = 0; The time series is in steady state mode and is also 

likely to exhibit deterministic behavior. 

Table 2 shows the corresponding Lambda (λ) values for the 

selected stocks. 

2.2 Wavelet based Denoising 
The initial input feature set is represented by the stock price 

time series vector X and the initial output feature set by the 

one-day-ahead stock price vector Y. 

𝑿 =  𝑦𝑡−1 , 𝑦𝑡−2, 𝑦𝑡−3, … . , 𝑦𝑡−𝑁    

𝒀 =  𝑦𝑡 , 𝑦𝑡−1, 𝑦𝑡−2, … . , 𝑦𝑡−(𝑁−1)   

The selected stock price datasets are then subjected to 

denoising. Moving averages are considered to be the 

simplest type of denoising technique. However, the 

smoothed waveform is a delayed version of the original 

time series. The simple Haar Wavelet based denoising is 

carried out.   The Haar wavelet equation is given by: 

𝐶𝑖 =
𝑦𝑖−𝑦𝑖−1

2
 

Where Ci is the wavelet coefficient and the Haar wavelet 

scaling function is given by 

𝑎𝑖 =
𝑦𝑖 + 𝑦𝑖−1

2
 

Where ai is the smoothed value. 

Three level decomposition is carried out. Reconstruction is 

then carried out using the technique described in [20] to 

remove noise.    

2.3 SAX based Transformation  
Once the waveform reconstruction is performed, SAX 

algorithm [17] is then used to transform the target vector Y 

into its symbol equivalent. As an example, considering the 

alphabet size to be d, the set of symbols is S= {S1,S2,.., Sd}. 

Each unique symbol now represents a distinct price level. 

The range of values y for each symbol is identified by SAX 

based on the assumption of the data being normally 

distributed. Let the length of sliding window be 1, then, the 

transformed symbol vector will have N samples, each of 

which is represented using one of the d symbols as:  

𝒀𝒔𝒚𝒎𝒃𝒐𝒍 =  𝑆1𝑡 , 𝑆2𝑡−1 , 𝑆𝑑𝑡−2 , … . , 𝑆3𝑡−𝑁
   etc. 

The decision table that can now be used for forecasting is 

represented as {X, Ysymbol}. It must be noted that in this 

study, both the alphabet size in SAX and the number of 

hidden neurons for the ANN are optimized using GA.   

2.4 ANN based Forecasting Systems 
ANN is used in the present study to forecast the one-day-

ahead stock price level. The ANN used in the present study 

is a single hidden layer, feedforward network trained using 

Levenberg-Marquardt (LM) algorithm. The LM algorithm 

was chosen due to its superior performance as 

demonstrated in [8].  The two approaches proposed in the 

present study vary in the way the ANN is trained. In the 

regression based approach, a 1×h×1 ANN is trained to fit a 

curve that best forecasts the one-day-ahead price level. In 

the second approach, a 1×h×d ANN is trained to classify 

the forecast into one of the d price levels. The number of 

hidden neurons is optimized using GA. For the ANN, the 

minimum performance gradient chosen was   10-6 and the 

Max. no. of epochs were chosen to be 100. 

2.5 Genetic Algorithm (GA) 
GA is widely used for optimization. In this study, GA is 

used to find the optimal SAX alphabet size and the optimal 

number of hidden neurons. The GA parameters used in the 

present study are:  

Population size: 20 

Max. Generations: 100 

Termination condition: 30 generations without 

improvement in fitness function  

Selection: Roulette Wheel selection 

Reproduction: Elitism 

Mutation: Uniform mutation. Mutation rate= 0.01      

Test data 

Optimally trained ANN  

Training data 

Wavelet based denoising 

Select Stock Price time series 

Test for chaos 

Is λ>0? 

Yes 

SAX based clustering  

Train ANN  

GA based optimization of 

SAX and ANN Parameters 

Optimal 

SAX 

param. 

One-day ahead stock trend forecast 

No 

Fig. 1 Proposed system block diagram  
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3. IMPLEMENTATION RESULTS 
The proposed system was empirically validated on twelve 

different stock price datasets. The stocks considered have 

been taken from Indian, UK and US stock markets. The 

Indian stock market considered was the National Stock 

Exchange (NSE), the UK stock market considered was the 

London Stock Exchange (LSE) and the US stock markets 

considered were New York Stock Exchange (NYSE) and 

NASDAQ.  

The time frame considered was randomly chosen to be 

from November 8, 2011 to November 7, 2012. Initial 90% 

of the data was used for training and the remaining 10% 

was used for testing. The exact number of samples selected 

using the above criterion is presented in Table 1.   

Table 1. Number of samples 

Stock Training Testing 

India 

NTPC 234 27 

ICICI 216 24 

SBI 234 26 

TCS 216 24 

US 

Citibank 225 25 

Google 225 25 

Microsoft 225 25 

Royal Dutch Shell 225 25 

UK 

GSK 221 24 

RBS 221 25 

Rolls Royce Holding 220 24 

Sainsbury 234 26 

The datasets selected are also representative of the common 

trends stock movements, eg. uptrend, downtrend and no 

trend. Figure 2 represents the GSK, SBI and SBY stock 

price datasets. It can be seen from Figure 2 that while GSK 

stock price dataset exhibits an initial no-trend pattern 

followed by a downtrend in later stages, the SBY stock 

price data exhibits an initial no-trend pattern followed by 

distinct uptrend. SBI stock price data is seen to exhibit 

cyclic behavior (no-trend).  

The selected stock price datasets are then checked for chaos 

using the test as described in [18] and [19]. The obtained 

values of λ are presented in Table 2. It was observed that 

all the stocks considered in the present study exhibit 

deterministic behavior and hence, successful prediction is 

possible.  

 

(a) 

 

(b)

 

(c) 

Fig. 2. Trends in selected stock datasets (a) GSK (b) SBI 

(c) SBY 

Table 2 Selected stocks and their Lambda (λ) values 

Stock Exchange 𝝀 

India 

NTPC 

NSE 

-8.43 

ICICI -9.08 

SBI -8.24 

TCS -9.08 

US 

Citibank 

NASDAQ 

-1.83 

Google -8.63 

Microsoft -0.40 

Royal Dutch 

Shell 
NYSE 

-8.64 
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UK 

GSK 

LSE 

 

-8.86 

RBS -1.83 

Rolls Royce 

Holding 

-12.21 

Sainsbury -8.43 

The optimal parameters obtained for regression based 

approach using GA are presented in Table 3 

Table 3 Optimal parameters for regression based 

approach 

Stock Neurons Alphabets 

India 

NTPC 20 3 

ICICI 100 3 

SBI 50 3 

TCS 100 3 

US 

Citibank 50 3 

Google 30 3 

Microsoft 80 3 

Royal Dutch 

Shell 

50 3 

UK 

GSK 10 3 

RBS 30 3 

Rolls Royce 

Holding 

60 3 

Sainsbury 70 3 

The optimal parameters obtained for classification based 

approach are presented in Table 4 

Table 4 Optimal parameters for classification based 

approach 

Stock Neurons Alphabets 

 India  

NTPC 10 3 

ICICI 60 3 

SBI 40 3 

TCS 40 3 

US 

Citibank 10 3 

Google 20 3 

Microsoft 10 3 

Royal Dutch 

Shell 60 3 

UK 

GSK 10 3 

RBS 10 3 

Rolls Royce 

Holding 10 3 

Sainsbury 20 3 

The results obtained using both approaches are presented in 

Tables 5 and 6. The two parameters used for evaluating the 

effectiveness of the regression based forecasting system are 

Mean Absolute Percentage Error (MAPE) and the 

percentage accuracy in stock level prediction (ACC).  

Table 5. Results-Regression 

Stock Training Testing 

 MAPE ACC MAPE ACC 

India 

NTPC 7.12 86.32 0 100 

ICICI 6.33 88.43 0 100 

SBI 5.13 91.03 0 100 

TCS 7.56 87.04 0 100 

US 

Citibank 6.81 89.33 0 100 

Google 4.89 92.00 0 100 

Microsoft 4.22 90.67 12.67 76.00 

Royal Dutch 

Shell 

6.44 88.44 13.33 68.00 

UK 

GSK 11.84 77.38 12.5 83.33 

RBS 2.34 96.83 0 100 

Rolls Royce 

Holding 

3.71 91.82 0 100 

Sainsbury 9.33 85.04 0 100 

Table 6. Results-classification (% accuracy) 

Stock Training Testing 

India 

NTPC 86.32 100 

ICICI 88.43 100 
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SBI 91.03 100 

TCS 87.04 100 

US 

Citibank 89.33 100 

Google 92.00 100 

Microsoft 90.67 76.00 

Royal Dutch 

Shell 

88.44 68.00 

UK 

GSK 77.38 83.33 

RBS 96.83 100 

Rolls Royce 

Holding 

91.82 100 

Sainsbury 85.04 100 

4. CONCLUSIONS 
A novel GA-optimized SAX- ANN based Stock Level 

Prediction System was proposed in this study and its 

performance was empirically validated on twelve different 

stocks drawn from four different stock markets. It was 

observed that the proposed system is capable of learning 

patterns from the historical stock price data to forecast one-

day-ahead stock price trends. This is evident from the out-

of-sample results obtained (as presented in Tables 5 and 6). 

It is also observed that both the approaches presented in the 

study, result in similar levels of accuracy. This could be 

attributed to the fact that in both the approaches, the dataset 

can take only a finite set of values (members of the 

alphabet). The proposed system can also work on intraday 

(streaming) stock price data and may be used as a building 

block for an algorithmic trading system.  
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