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ABSTRACT

A computer cluster is a group of internconnected computers
which are connected to form a single computer.
Interconnections between computers in a cluster are made
through local area networks. Problems regarding computing
are solved by using high performance computing(HPC) which
is an amalgamation between super computers and computing
clusters.HPC combines of systems administration and parallel
programming into a combination of computer architecture,
system software, programming languages, algorithms and
computational techniques. This paper consist of mechanism
required for the creation of a 96 node single cluster.
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1.INTRODUCTION

HPC stack which provides information about different stack
components which are needed for the implemetation cluster
implementation and its dependencies on one another.[1,2]

1.1 Hardware

HPC hardware consists of at least one Master Node, many
Compute Nodes, Storage, Network and Storage Switches,
connectivity channels/cables. The Master node acts as an
adminstrative node for the entier cluster[3,6]. The centralized
facility to create/delete users, create ACLs, and define roles
for different compute nodes, installation of software and many
administrative activities. A HPC cluster should Atleast have
one master node. More than one master nodes may also
exist.[7,9,8]

1.2 Operating Systems

OS is responsible for management of resources according to
configuration and specifications.Application on the cluster in
the OS is to centralized home directory management,
synchronization of user information, facility to execute
commands concurrently across the cluster nodes

1.3 Libraries

Libraries consists of resources needed to develop software. It
consists of pre written codes. These may include pre-written
code and subroutines, classes, values or type specifications.
Libraries contain code and data that provide services to
independent programs.
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1.4 Compiler

Compliers are needed to convert sourse codes into target
codes. The GNU Compiler Collection (GCC) is a compiler
system produced by the GNU Project supporting various
programming languages.

1.5 MPI

MPI is a language-independent communications protocol used
to program parallel computers. Both point-to-point and
collective communication are supported. MPI is the dominant
model which is used in high-performance computing today.

1.6 Monitoring tools
Monitoring tools are harware and software systems which are
used to monitor performance in a computing system

Applications
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Figl. llustartion of HPC Stack
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Fig2. Depiction of Rack 1, Rack 2, Rack 3, Rack 4
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2 .CLUSTER INFORMATION

*  Eth0 IP Add (Private) :- 10.1.1.1 /16

% Ethl IP Add (Public ) :- 10.26.22.161/24
% Storagel IP Add :- 10.1.255.150/16

% Storage2 IP Add :- 10.1.255.151/16[3][4]

Storagel is Mounted on Master Node and all compute node as
a /scratch through NFS

®,

K3

K3

K3

Storage2 is Mounted on Master Node and all compute node as
a /stage through NFS
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2.1 Step for Shutdown Cluster

1. Unmount Storage using following command in master
node (rocks run host ‘umount /scartch’)

2. Unmount Storage using following command in master
node (rocks run host ‘umount /stage’)

3. Shutdown storagel using following command shutdown
—h now

4. Shutdown storage2 using following command shutdown
—h now

5. Shutdown compute node using following command
(rocks run host ‘shutdown —h now”)

6. See all node are shutdown properly in http://amul/ganglia

7. Shutdown Master Node using following command
shutdown —h now

2.2 Step for Power on Cluster

First power on storagel and storage2 (login as a root and
see the NFS service is running on both server) using
service nfs status if service is not running type service
nfs start to start the service.[3][4]

2. Power on the master server (login as a root and see the
NFS service is running on master) using service nfs
status if service is not running type service nfs start to
start the service. and then see storage is mounted on
master using df —h command if not mounted mount
storage using mount —a (wait for 5 min)

3. Then power on compute node one by one (wait for 5
min)

4. Go to master node and see all node are boot properly in
http://amul/ganglia

5. Open new terminal and type ssh compute-0-0 for access
compute node and type fping —g first node ip last node ip
(to see all node are communicated each other) all node
are alive.

6. See storage in mounted on all compute node using rocks
run host ‘df —h’ command if not type rocks run host
‘mount —a’

2.3 Install and Configure Your Frontend

1. Insert the rocks cluster CD into your master machine and
reset the master machine.[3][4]

2. After the frontend boots off the CD, type build command

3. After you type frontend, the installer will start running.
Soon, you'll see a screen that looks like

4.  Click Next

5. Then you'll see the Cluster Information screen

6.  Fill your cluster information

7. The private cluster network configuration screen allows

you to set up the networking parameters for the Ethernet
network that connects the Master to the compute nodes.

8. The public cluster network configuration screen allows
you to set up the networking parameters for the ethernet
network that connects the frontend to the outside network
(type your network IP ADD.) (e.g., the 10.26.22.161
subnet mast 255.255.255.0)
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10.
11.
12.

13.

14.

Cluster Name:

The public cluster network configuration screen allows
you to set up the networking parameters for the ethernet
network that connects the frontend to the outside network
(type your network IP ADD.) (e.g., the 10.26.22.161
subnet mast 255.255.255.0)

Input the root password:
Configure the time:

The disk partitioning screen allows you to select
automatic or manual partitioning. Click on manual
partitioning.

Create partitioning (e.g. /root
partitioning) and click next

/boot and swap

Finally, the boot loader will be installed and post
configuration scripts will be run in the background.
When they complete, the Master will reboot.

Selected Rolls Select Your Rolls

Local Rolls

CD/DVD-based Roll

Network-based Rolls

Hostname of Roll Server (CeN0E Sal 6

Cluster Information

Fully-Qualified Host Name cluslel.hpc.ord

Cluster Name [ oNguTts

Certificate Or ganization [0

cality [EEIDIEY

The name of the cluster (optional)

Certif 3 Calfornia

Certificate Country ({18

[WVTEE admin@ place.org
(UL fttp:fuww.place.org/
[T N32.87 W117.22
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Ethernet Configuration for ethl
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Fig5. Configuration and installation at frontend

2.4 Login from Linux Machine
[root@localhost ~] ssh root@10.26.22.161

Password:
[locuz@amul ~]$
3. CREATING USER ACCOUNT INTO

THE AMUL CLUSTER

3.1 User Creation
Create a user account and propagate the information to the
compute nodes with:

# useradd <username>

# passwd <username>

New password:

Re-enter password:

location

It creates a user’s home

lexport/home/$SUSER

directory  at

# rocks sync users

Update all user-related files (e.g., /etc/passwd, /etc/shadow,
etc.) on all known hosts.

Also, restart autofs on all known hosts.

3.2 User Deletion
# userdel <username>

Then run the
# rocks sync users

Update all user-related files (e.g., /etc/passwd, /etc/shadow,
etc.)
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3.3 Copy a File or Directory of Every WinSCP Login ]

Compute Node S ored sessons P .

$ rocks iterate host compute "scp <file> %:/tmp/" Envionmert 1172.16.10.20 Y

Copies file to the /tmp directory of every compute node S e theer e =

$ rocks iterate host compute "scp -r <directory> %:/tmp/" Prvate key fie:

Copy a directory to the /tmp directory of every compute node o =
rotocol

3.4 Copy a File to Defined Compute Node Hoprtocsh  [SFTP_[se] F1Mow SCP taback
$ scp <filename> <compute node name>:/tmp

$ scp -r <directory> <compute node name>:/tmp [ advanced optians
. l Abot... ] [ Languages ] i Login } l Save... ] [ Close ]
3.5 Copy a Data from End-user Windows
Machine to Cluster Fig7. Input information to login
Step 1: Step 3:

Install and start WinSCP, then following screen is shown.

Click 'New' button. It’s possible to upload or download files

Copy a data from end-user Linux machine to cluster

‘WinSCP Login

Se= [root@localhost ~] scp <filename> root@10.26.22.161

sen - Coping a file into user locuz home directory
[root@Ilocalhost ~] scp —r <directory> root@10.26.22.161
Coping a directory into user locus home directory

' Rocks run host:
[E"‘*"“”“" ;"[ ] e Used to run any command on compute node of the cluster
About. . Languages ogin Save Close

$ rocks run host “<command>"

Fig 6. WinSCP Login Windo .
'9 : g indow Run the particular command on all nodes

Step 2:
P $ rocks run host -n <node name> "<command>"

Following screen is shown. Input information’s to login like

below. Run the particular command on specific no
[ Wy Documents 1172.16.10.20 - WinsCP [ f= < ||
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Fig.8 Run host
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4. MONITORING TOOL — GANGLIA

Ganglia is a scalable distributed system monitor tool for high
performance computing systems such as clusters and grids. It
allows the user to remotely view live or historical statistics
(such as CPU load averages or network utilization) for all
machines that are being monitored. There are three services
are mandatory for Ganglia. At server, httpd, gmetad and
gmond, and at client, gmond only. If user wants to restart
these services, he has to login as root, and restart three
services at master node and one at every compute nodes:

# service httpd restart
# service gmetd restart

# service gmond restart

5. SHUTDOWN SEQUENCE

Stepl. Unmount the storage mounted on all the server using
the command[3][4]Compute nodes

root@Amul ~] rocks run host “hostname; umount /scratch”
root@Amul ~] rocks run host “hostname; umount /scratch2”
root@Amul ~] rocks run host “hostname; umount
/export/home”

Master node

root@Amul ~] Umount /scratch

root@Amul ~] Umount /scratch

root@Amul ~] Umount /export/home

Step2. Shut down the compute nodes

root@Amul ~] Rocks run host “hostname; init 0”

Step3. Shut down the master node

root@amul ~] Init 0

6. CONCLUSION

Thus high performance computing clusters can tackle
complex workloads. Resource utilization is optimized. Due to
large span of area being covered by a cluster, not all devices
in the cluster fall prey to power failures within a specific
region. Centralised management system, with a central
controller that manages other devices in the cluster. With the
high performance the wusers can access computational

IJCA™ : www.ijcaonline.org
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resources. Some examples of HPC usage include: decoding
genomes, animated movies, analysing financial risks,
streamlining crash test simulations, modelling global climate
solutions and other highly complex problems.
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