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ABSTRACT 
The traditional soil analysis technique when applied is time 

consuming, labour intensive and expensive. The research 

made an attempt to develop an intelligent system that is 

capable of classifying soil in a particular location if the 

hyperspectral data of such location is available. The system 

was developed using unsupervised learning. Wavelet 

transform was used to denoise the spectral signal at 

preprocessing stage. Fuzzy c- means was used for clustering 

in other to identify the cluster centre. KSOM is applied for the 

purpose of classifying soil into various classes. The system 

was implemented using R programming language. 
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1. INTRODUCTION 
There are different ways of defining an intelligent system. For 

instance, someone that has the ability to learn very fast or the 

ability to remember the past event could be called an 

intelligent person. However, for the purpose of this work, 

intelligent is the ability to learn and apply the knowledge to 

solve some related problem. 

A system is the combination of different components which 

works together to achieve a particular task. 

Artificial intelligence may be defined as the branch of science 

that is concerned with automation of intelligent behaviour 

[20]. This definition suffers a lot of setback as it is very 

difficult to define artificial intelligence without the full 

understanding of the word intelligence. It is therefore doubtful 

that anyone can come to defining intelligence in a way that 

will be specified enough to help in evaluation of a supposedly 

intelligent computer program while still capturing the validity 

of the human mind. 

Thus, the problem of defining artificial intelligence became 

one of defining intelligent itself. What is intelligence? 

Intelligence could be defined as ability to learn, understand 

and being able to apply the knowledge acquired to solve 

similar problem in future. 

Psychologist and cognitive theorist are of the opinion that 

intelligence helps in identifying the right piece of knowledge 

at the appropriate instance of decision making [2]. 

Amit [2] defined Artificial Intelligence as simulation of 

human intelligence on a machine so as to make the machine 

efficient to identify and use the right piece of ―knowledge‖ to 

solve a particular problem. 

Intelligence is the capacity of a system to achieving a goal or 

sustains desired behaviour under condition of uncertainty. 

Intelligent systems have to cope with sources of uncertainty 

like occurrence of unexpected event such as unpredictable 

changes in the world in which the system operate and 

incomplete, inconsistent and unreliable information available 

to the system which operates for the purpose of deciding what 

to do next. 

Intelligent system exhibits intelligent behaviour. Intelligent 

behaviour if exhibited is capable of achieving specified goals 

or sustains desired behaviour under conditions of uncertainty 

even in a poor structured environment. 

According to Nikola [14], an intelligent system exhibits the 

following behaviour. 

(i) They should from time to time accommodate a new 

problem solving rule. 

(ii) They should be able to analyze themselves in term 

of behaviour, error and success. 

(iii) Once they are to interact, they should learn and 

improve through interaction with the environment. 

(iv) They should learn quickly from large amount of 

data. 

(v) They should have many base exemplar storage and 

retrieval capability. 

(vi) They should have parameter to present. 

Agris [1] summarized basic features of intelligent system as 

follows: 

(i) They have ability to generate a new knowledge 

from already existing ones 

(ii) They have ability to learn 

(iii) They have ability to sense environment 

(iv) They have ability to act. 

Different types of intelligent system have been developed and 

series of real life problems have been solved using intelligent 

systems. But, enough has not been done in the area of 

Agriculture most especially in the area of developing an 

intelligent system for soil classification. 

This research work made an attempt to develop an intelligent 

system for soil classification using unsupervised learning 

approach. 

Although, soil is considered as just thin layers of surficial 

unconsolidated material, they are a vital component of an 

interconnected ecosystem that influences every landscape 

[18].  

The variability of soil properties across a landscape can 

influence habitat types which then shape the distribution of 

different animal species [18]. It has been suggested that as a 

fundamental land resources, soil productivity has influence 

the economy and development of many countries and hence 

―the advancement of the modern world‖ [18]. But when the 

soils are degraded, such as through poor Agricultural 

practices, it has been shown that the entire civilization can 

collapse [21]. 
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It is therefore necessary to develop a tool that will be able to 

provide adequate information for maintaining the performance 

of our soil from time to time. The traditional soil analysis 

technique requires time intensive methods which becomes 

limiting when applied at regional and global scale [4].  

Likewise, the earlier research works are not adequately 

providing enough information to monitor and maintain our 

soil. 

This research work is to provide an alternative tool to 

inexpensively, rapidly and accurately classify different types 

of soil with an intelligent system using unsupervised learning 

approach. The intelligent system will be implemented with R 

programming language and make use of hyperspectral data. 

2. LITERATURE REVIEW 
Stephan et al [18] carried out a research work on 

hyperspectral analysis of soil Nitrogen. The research was able 

to characterize the soil attribute using hyperspectral sensor 

with regression tree method. 

Sergio [17] used Artificial Neural Network (ANN) for digital 

soil mapping. The research work made an attempt to compare 

Multilayer Perception (MLP) and Self Organizing Map. 

Zhengyang [22] also predict soil texture distribution using 

ANN based on soil attribute obtained from existing coarse 

resolution soil maps combined with hydrographic parameter. 

The calibration could be used to produce soil maps in area 

with similar conditions without additional field survey. 

In the past, there was a general review on remote sensing of 

soil properties. With the lunch of LandSat in 1972, millions of 

multispectral images were made available which some 

researchers used to estimate soil properties [[6][8][15]. 

The method of using hyperspectral data to predict major soil 

properties has been established [5][6][10][19]. Literature 

reveals that despite series work earlier published, no attempt 

has been made to develop an intelligent system for soil 

classification using hyperspectral data and implemented with 

R programming. 

3. STATEMENT OF THE PROBLEM 
Lack of information pertaining to soil distribution and 

maintenance contribute to uncertainties of predicting food 

production and lack of reliable and harmonized soil data has 

considerably limited environmental impact assessment, land 

degration studies and adapted sustainable land management 

intervention [13]. 

There is also lack of consistency across countries concerning 

soil classification and legend. Unfortunately, various 

researchers have not been able to provide enough solution to 

this problem. The proposed intelligent system will be able to 

carry out soil classification in any part of the world if the 

hyperspectral data is made available [9]. 

4. SIGNIFICANT OF THE STUDY 
Soil is a gift of nature which supports all living things or 

creatures. Without soil there wouldn’t be life. Soil is useful in 

different ways. For instance, in civil engineering, it is the gift 

of nature that holds the foundation of construction works. 

Therefore individuals, schools, institutions, industries, 

company buildings have their foundation properly griped by 

different soil layer (rocks). Farmers see soil as a natural gift 

that host plants and crops. The farmland is cultivated on the 

soil. Again, it supplies food and nutrient to all crops or plants. 

The mining industries see soil as house / host of minerals. Soil 

is needed by both plants and animals (including man) for 

sustenance of life 

Despite various types of soil surveying being carried out in 

different countries, the scale and spatial covering of many 

conventional soil maps are not sufficient enough for planning 

and maintaining soil facilities at national and international 

level. 

Therefore, for the benefit of mankind, there should be a tool 

that provides adequate information about different classes of 

soil to aid decision making in soil maintenance and 

management. 

5. OBJECTIVES OF THE STUDY 
The objectives of the research are: 

(i) To develop an intelligent system for soil 

classification   

(ii) To develop the intelligent system using 

unsupervised learning approach 

(iii) To implement the intelligent system with 

hyperspectral data using R programming 

language. 

6. METHODOLOGY 
In this research work, hyperspectral data was obtained, from 

which various reflectance bands were generated (fig 3). The 

spectrum of a pixel is thereafter obtained as shown in fig 4. A 

halving algorithm and fuzzy-c clustering were used to 

generate three (3) different cluster centres (fig 5). 

Unsupervised learning approach was adopted using Kohonen 

Self Organizing Map with the 3 cluster centres as input during 

the learning process. The KSOM was able to classify the soil 

into different classes as shown in the soil predicted map 

depicted in fig 7. The training progress of the KSOM was 

shown in fig 8 while fig 9 and 10 shows the plot of learning 

SOM and class count plot of trained SOM. The system was 

implemented using R programming Language. 

7. SUPERVISED AND UNSUPERVISED 

LEARNING 

7.1 Supervised Learning 
Supervised Leaning has been applied to solve series of real 

life problems with great success. It can also be referred to as 

classification or inductive learning. Supervised learning is 

synonymous to human learning. Man learns from previous 

knowledge or experience to solve a particular problem. 

Likewise machines learn from the pattern of previous data 

which are collected in the past and represent past experience 

in some real life applications. 

7.2 Unsupervised Leaning  
Unsupervised learning is much more difficult compared to 

supervised learning. In this type of learning, the system Is 

made to do some things but instructions on how to do it were 

not provided. There are two different approaches. The first 

approach is to use reward system to indicate success. This is 

not actually to produce classification but to make decisions 

that maximize reward. So it is applicable when agents are 

rewarded or compensated for carrying out certain actions and 

punished for doing others. This approach nicely generalizes to 

the real world, where agents might be rewarded for doing 

certain actions and punished for doing others. 
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A second type of unsupervised learning is called clustering. In 

this type of learning, the goal is not to maximize a utility 

function, but simply to find similarities in the training data. 

The assumption is often that the clusters discovered will 

match reasonably well with an intuitive classification [23].   

7.2.1 KSOM 
Self organizing maps are competitive neural network where 

the neurons are organized in two dimensional grids. Going by 

the learning rule, it has been established that vectors that are 

similar to each other in a multidimensional space will also be 

similar in two dimensional spaces. Self organizing maps are 

basically used for data classification. 

7.2.1.1 The KSOM Algorithm 
Step 1: Set up input neuron matrix, In _ X and In _Y. 

 Thus, total number of input neurons, 

 I = In _ X * In _Y. 

 We used i = 0 to I-1 for numbering the neurons in this 

layer. 

 Eg., Xj is the label for the input neurons i.e. X0 to X I-1 

Step 2: Set up competitive layer matrix, Out _ X and Out _ Y. 

 For simplicity Out _ X = Out _ Y (such that we have a 

square map). 

 Therefore, total number of competitive neurons, 

 J = Out _ X * Out _ Y 

 We used j = 0 to J-1 for numbering the neurons in this 

layer 

Step 3: Initialize connection weights (randomize) between 

input layer neurons and competitive layer neurons, Wij. 

Set initial topological neighborhood parameters, d0. 

Usually, 

𝑑𝑜 ≤  
𝑂𝑢𝑡_ 𝑋

2
 

Set initial learning rate parameter, α0 

(usually between 0.2 to 0.5) 

Set total number of iterations, T (usually 10,000). 

Start with iteration t = 0. 

Apply the first pattern to the input of the KSOM. 

Step 4: Compute the winning neuron (j) in the competitive 

layer shown in fig 1 which is the minimum Euclidean 

distance from input layer to competitive layer such that  

First, for each j (from j = 0 to J-1), compute the 

Euclidean distance as follows: 

 𝐸 𝑗  =    𝑤𝑖𝑗 − 𝑥𝑖 
2𝑖=𝐼−1

𝑖=0              .…… (1) 

Then compare all these distances i.e. from 

 𝐸(0)  𝑡𝑜  𝐸(𝑗)  

and find the minimum distance  𝐸(𝑗𝑐) which is the 

winner neuron, jc. 

 𝐸(𝑗𝑐) = 𝑚𝑖𝑛 𝐸(𝑗)  

Calculate Euclidean distance for each Competitive layer 

neuron 

 𝐸 𝑗1             

=   𝑤11 − 𝑥1 
2 +  𝑤21 − 𝑥2 

2 + ⋯ +  𝑤𝑖𝑗 − 𝑥𝑖 
2

. . (2)  

 

Fig 1: Diagrammatic illustration of the KSOM Algorithm 

Step 5: Update weight for each connections i.e. For all 

neurons j within a specified neighbourhood of J, and for 

all i : 

𝑊𝑖𝑗  𝑛𝑒𝑤 =  𝑤𝑖𝑗  𝑜𝑙𝑑 + ∆𝑤𝑖𝑗  𝑛𝑒𝑤            …… . (2) 

Where  

∆𝑊𝑖𝑗 =  
𝛼𝑡(𝑥𝑖 − 𝑤𝑖𝑗  𝑜𝑙𝑑 )

0
   

if unit is in neighbourhood dt

otherwise
  

Step 6:  Update learning rate αt such that :  

𝛼𝑡 =  𝛼0(1 −
𝑡

𝑇
 )       ….... (3) 

 

Step 7: Reduce radius of topological neighborhood at 

specified times: 

𝑑𝑡 = int 𝑑0 (1 − 𝑡

𝑇
 )]                       …… . . (4) 

Step 8: Increase iteration t: t=t+1 

Repeat Steps 5 to 8 until t=T 

Step 9: Repeat with next pattern chosen randomly 

  (Do Steps 4-9) 

7.2.1.2  Computer Simulations of Self-

Organization in the Kohonen SOM 
1.  Initialize weights to 0.5 + 10 % randomized value. 

2. 2 input vectors, X1 and X2 with several scores of entries 

between the range of 0 and 1. 

3.  Fig 1 given shows a plot of initial weights, wij. 

4.   Each unit in the competitive layer shows a point on th 

4.  Each unit in the competitive layer shows a point on this 

graph 

5.  The coordinate values of this point are the values of the 

incoming weights for the unit, thus wi1, wi2 are plotted 

for each competitive unit j. 

6.  All pairs of units in the competitive layer that are 

adjacent are connected. 

7.  This will allow us to see how the pattern of weights 

changes as the network organization evolves during 

training. 
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7.2.1.3    Some Applications of the KSOM 
KSOM has been used for solving a variety of pattern 

classification problems. 

Prof. Teuvo Kohonen has used the KSOM in developing a 

phonetic typewriter, a speech recognition device. Other 

applications include classification of images for remote 

sensing application, character recognition, etc. 

7.2.1.4 Advantages of KSOM 

•  The KSOM (unsupervised learning ANN) is trained 

without teaching signals or target. 

•  Based on a series of input patterns, KSOM learns by 

itself to cluster the patterns according to their similar 

features. 

•  It can discover the existence of unlabelled data 

cluster. 

 

Fig 2: Main interface of the system 

 

Fig 3: 3D Plot of input reflectance data 

 

Fig 4: The spectrum of a pixel 

 

Fig 5: Clustered image of a pixel with 3 Cluster centers 

shown in red 

Fig 6: 3D Plots of the cluster center data 
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Fig 7: 3D Plots of the predicted soil maps 

Table 1: Cluster center data in table form 

X1 X2 X3 Y1 Y2 Y3 Class 

0.187544 0.564882 0.679369 0.641074 0.662144 0.725365 8 

0.18795 0.567117 0.680288 0.641872 0.664031 0.728318 8 

0.141356 0.474444 0.666162 0.62406 0.649036 0.711058 8 

0.139944 0.474134 0.678972 0.627369 0.661414 0.724067 8 

0.201181 0.609343 0.694761 0.642069 0.675314 0.756747 7 

0.200752 0.607315 0.702623 0.642655 0.673217 0.757339 7 

0.202342 0.602253 0.699838 0.649851 0.672485 0.754533 7 

0.196241 0.587546 0.688304 0.644239 0.663774 0.743914 7 

0.194845 0.580307 0.679101 0.633244 0.660266 0.739818 8 
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0.193765 0.587714 0.681924 0.622237 0.648373 0.731909 8 

0.208384 0.630368 0.711756 0.60313 0.633919 0.735053 6 

0.232483 0.666517 0.750961 0.624342 0.672428 0.801072 4 

0.223267 0.646287 0.750033 0.643923 0.697677 0.824638 5 

0.207427 0.629786 0.727853 0.635386 0.674351 0.78016 5 

0.213699 0.647265 0.735844 0.624017 0.65978 0.770755 6 

0.235871 0.676091 0.742273 0.631429 0.682011 0.811446 5 

0.239554 0.667786 0.744385 0.6313 0.685634 0.811291 5 

0.241672 0.664984 0.74817 0.63928 0.693744 0.813066 5 

0.251334 0.684509 0.743694 0.642469 0.711104 0.833196 5 

0.257009 0.695024 0.759544 0.657884 0.729256 0.85309 4 

 

 

Fig 8: Graphical illustration of cluster center data  

 

 

Fig 9: Training progress of SOM  

Fig 10: Plot of learning SOM 
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Fig 10: Class count plot of trained SOM 

8. CONCLUSION 
The research work made an attempt to develop an intelligent 

system for soil classification using unsupervised learning 

approach. The system was able to classify the soil into various 

classes. This is useful in many cases when it is necessary to 

know the type of soil. For example in farming, for customized 

application of fertilizer or matching of crop types to farmland. 

The system can be developed further for application in the 

mentioned areas. 
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