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ABSTRACT 
Land cover classification is an essential input to 

environmental and land use planning .Clustering is a 

technique used for land cover classification. Clustering is the 

assignment of objects into groups called clusters so that 

objects from the same cluster are more similar to each other 

than objects from different clusters. The proposed work 

presents an algorithm Using K means clustering algorithm 

with color based thresholding for classification of a satellite 

image. It is observed that this method gives better accuracy as 

compared using only K means clustering algorithm. The 

image quality metrics used are overall accuracy, user's 

accuracy, producer accuracy, average accuracy for user and 

producer. 
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1. INTRODUCTION 
Land cover refers to the features of the land surface. These 

can be   natural or man-made. The main reason for producing 

land cover maps is to give us idea of what all natural and built 

resources exist [1]. Satellite images are very powerful sources 

of maps as digital images. 

Partitioning of an image into several constituent components 

is called segmentation. Image segmentation [6] has been 

subject of considerable research activity over the last three 

decades. In remote sensing, the process of image 

segmentation is defined as: “the search for homogenous 

regions in an image [3] and later the classification of these 

regions”. It also means the division of an image [8] into 

meaningful regions based on homogeneity or heterogeneity 

criteria (Haralick et al; 1992). Many unsupervised algorithm 

have been developed for segmenting the gray scale images. In 

computer vision literature, various methods dealing with the 

segmentation and feature extraction are discussed, such as 

split and merge[8], region based techniques and so on. 

However, because of the wide range  and composite nature of 

images, robust and efficient segmentation algorithm on 

coloring images is still a very challenging task and fully 

automatic segmentation are far from satisfying in practical 

situations. 

Anil [2] proposed the segmentation method called Color –

based K-means clustering,by first enhancing color separation 

of satellite image using decorrelation stretching then the 

grouping the regions a set of five classes using K-means 

clustering algorithm. Quanhua Zhao [4]the algorithm based on 

Levenberg-Marquardt (L-M) is used to improve the BP 

neutral network and then be applied in recognition of land 

cover with RS image. Ashok [7] in his paper deals with the 

performance study of Median and  Wienerfor de noising. R. 

Weih.[9]developed the methodology of object-based 

classification using Feature Analyst, Imagine, and 

ArcGISsoftware. 

This paper uses high pass filtering for preprocessing, explains 

the clustering algorithm, and how its efficiency can be 

improved by using it with the color-based thresholding. The 

rest of the paper is organized as follows. Section 2 introduces 

to Image Classification. In section 3 k-means clustering 

algorithm is discussed. Section 4 discusses the proposed 

algorithm. Section 5 Results of both the algorithm and their 

comparisons. Finally, the conclusion is given in Section 6. 

2. IMAGE CLASSIFICATION 
To classify features in an image by using the elements of 

visual interpretation, an analystidentifies the homogeneous 

regions that represent various features or land cover classes of 

interest.As a result an image is obtained having an array of 

pixels,each of which belongs to a particular theme.Image 

classification can be performed using two different 

approaches :Supervised and unsupervised. 

In supervised classification, the first step is to specify the 

information class on the image.To do so,  the analyst 

categorises the ,homogeneous representative samples of 

different features of interest from the surface referred to as 

signatures.  An algorithm or program is then used to 

eventually map the remainder of the image.For this each pixel 

in the image is compared with these signatures and labelled as 

the class it closely resembles digitally. Here first information 

classes is recognised based on which the spectral classes that  

represents them is determined. 

In unsupervised classification[3],the algorithm  automatically 

groups the pixels with similar spectral characteristics such as 

mean,Standard deviation etc, into unique clusters based on 

some statistically determined criteria.The analyst then relabels 

and combines the spectral clusters into information classes. 

There are several strategies to represent the clusters of data in 

spectral space.Some popular methods[5] are one pass 

approach,Sequencintial clustering,Statistical Clustering, K-

means Clustering Iterative Self Organising Data Analysis 

Techniques Clustering, RGB Clustering.  
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3. K-MEANS 

CLUSTERINGALGORITHM 

 

Figure 1. The cluster formation sequence 

The efficiency of clustering is determined by  the Clustering 

algorithms[2] used for unsupervised classification of remote 

sensing data .One of the clustering algorithms used to 

determine the natural spectral groupings present in a data set 

is K-means. 

First the desired number of clusters to be located in the data is 

accepted from the analyst. The algorithm is typically initiated 

with arbitrarily located seeds for cluster means. Each pixel in 

the image is then assigned to the closestcluster meanThe 

revised mean vector are than computed for each cluster. The 

iterations on these two operations are continued until some 

criteria is met, such as cluster means do not change between 

iterations [10].  

As K-means approach is repetitive, it is computationally 

expensive. However, it is a suitable for unsupervised training 

areas. The typical cluster formation sequence is shown in 

Figure 1 

4. K-MEANS ALGORITHM WITH 

COLOR BASED THRESHOLDING 
The efficiency of the pure color-based K-means algorithm can 

be improved by combining the algorithm by color-based 

thresholding. The proposed algorithm is carried out in 

following steps: 

1. The very first step is extracting our color bands from the 

original image into separate 2D arrays, one for each 

component (Red, Blue and Green).  

2. The next step is to compute red, green and blue 

histogram. Then all axes are set to be of same height and 

width (averaging of histogram), this makes them easy to 

compare them.  

3. Decide the low and high thresholds for each color band. 

Choose a value which may suit the image (trial and error 

method is used to compute the best possible output).  

4. Apply these thresholds on their respective color band. 

Then ANDing the masks to find where all 3 are “true”.  

5. Then we will have the mask of only those parts of image 

whose threshold has been applied.  

6. It may happen that any one band mask may become 0, 

thus if it becomes all 0‟s then set them to 1. Otherwise 

the entire image will be ANDed with zero and output 

will be black image.  

7.  Now use this object mask to mask out the input image. 

Again concatenate the masked color bands to RGB 

image. Now here we get the extracted object.  

8. But since we don‟t have exact red objects in image, the 

red mask can‟t be applied directly so to obtain land 

portion of image, the original image is subtracted from 

the blue and green subparts obtained as result of 

thresholding operation. The image thus obtained is pure 

land image. Now these results are given to clustering 

algorithm.  

9. There in water bodies accuracy is perfect so that cluster 

is untouched, so display it as it as.  

10. The other two parts of image viz. forest and land bodies 

are taken from clustering and displayed as output. 

5. ACCURACYASSESSMENT 
It determines the correctness [3] of the classified image. In 

digital Image processing, the degree to which information in 

classified image matches to information in original image is 

termed as accuracy. The standard form for reporting this is 

confusion matrix or error matrix or contingency table. It is a 

n x n matrix, where n is the number of classes. Here, the 

columns represent the actual classes of information on the 

input map, rows represent the classes as identified on the 

classified image and the diagonal elements indicate the 

number of samples for which the classification results 

matches with the reference data. 

 Using these information two accuracies can be determined 

1. Users accuracy: Is the ratio of the number of correctly 

classified feature and its row total. 

 2. Producers accuracy: Is the ratio of the number of correctly 

classified feature and its corresponding row total 

The most commonly used accuracy is the overall accuracy  

W=  
 𝐷i𝑐
𝑖=1

𝑁
 ∗  100 

Where Di is the diagonal element  

            N is the total number of samples  

           W is the overall accuracy in percentage 

6. EXPERIMENTAL RESULTS 
The input image is preprocessed using high pass filter for 

noise removal , followed by  Color sharpening which uses a 

predefined mask that enhances the color intensity of each 

pixel so that the color separations are distinct and clear. 

Fig.2shows input image and image after preprocessing. 
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Fig2: (a) original input image (b) Output obtained 

from preprocessing of input image 

The K means Clustering algorithm is applied and 

Classification obtained is shown in Fig.3 Output obtained    

with   proposed algorithm is shown in Fig.4  

 

Fig3: Output image obtained from pure K-means 

clustering algorithm. 

 

Fig.4: Output obtained from proposed algorithm. 

 The observation matrix also called as confusion matrix 

obtained in shown in Table 1 and Table 2 respectively  

Table1. Confusion Matrix for K-means Clustering 

 W a t e r F o r e s t L a n d T o t a l 

W a t e r 3 6 6 4 8 6 0 0 3 6 6 4 8 6 

F o r e s t 0 2 0 2 4 5 6 3 5 3 3 8 2 3 7 7 9 4 

L a n d 0 3 6 4 3 8 2 4 0 8 5 8 2 7 7 2 9 6 

T o t a l 3 6 6 4 8 6 2 3 8 8 9 5 2 7 6 1 9 6 8 8 1 5 7 6 

 

 

Table2. Confusion Matrix for K-Means clustering with 

color-based thresholding 

 W a t e r F o r e s t L a n d T o t a l 

W a t e r 3 6 1 9 6 3 3 2 5 0 3 6 2 2 8 8 

F o r e s t 0 3 5 1 3 2 0 1 0 0 3 0 3 6 1 3 5 0 

L a n d 0 1 5 1 3 5 1 4 2 8 0 3 1 5 7 9 3 8 

T o t a l 3 6 1 9 6 3 3 6 6 7 8 0 1 5 2 8 3 3 8 8 1 5 7 6 

The algorithms are evaluated by using image quality metrics 

like overall accuracy, user‟s accuracy, producer‟s accuracy, 

average accuracy of user and producer. The proposed 

algorithm is compared with color based K-Means clustering 

algorithm using the parameters as shown in Table 3 

Table 3: Comparison of parameters 

7. CONCLUSION  
K –means clustering algorithm being an unsupervised 

classification approach is suitable when classes are to be 

determined by spectral distinctions that are inherent in the 

data .It is observed that by using color based thresholding 

both the user accuracy and producers accuracy and hence 

overall accuracy is enhanced.  
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