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ABSTRACT 

Automatic Handwritten Digits Recognition (HDR) is the 

process of interpreting handwritten digits by machines. There 

are several approaches for handwritten digits recognition. In 

this paper we have proposed an appearance feature-based 

approach which process data using Histogram of Oriented 

Gradients (HOG). HOG is a very efficient feature descriptor 

for handwritten digits which is stable on illumination variation 

because it is a gradient-based descriptor. Moreover, linear 

SVM has been employed as classifier which has better 

responses than polynomial, RBF and sigmoid kernels. We 

have analyzed our model on MNIST dataset and 97.25% 

accuracy rate has been achieved which is comparable with the 

state of the art. 
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1. INTRODUCTION 
One of the very popular applications in computer vision is 

Handwritten Digits Recognition (HDR) in the field of 

character recognition. Digits like other universal symbols are 

widely used in technology, bank, OCR, analyzing of digits in 

engineering, postal service, numbers in plate recognition, etc. 

They are some of the famous applications on HDR [1]. There 

are 10 classes corresponding to the handwritten digits from 

‘0’ to ‘9’ which are very depend on the handwritten. The main 

difficulty in the handwritten digits recognition is different 

handwritten style which is a very personal behavior where 

there are a lot of models for numbers based on the angles, 

length of the segments, stress on some parts of numbers, etc. 

Figure 1 shows 15 different handwritten digits related to these 

issues. However recognizing numbers is clear for human but it 

is not very easy for machines especially when there are some 

ambiguities on different classes (e.g. ‘1’ and ‘7’). 

Recognizing digits is very important because it is related to 

the numbers thereby the recognition methods have to be very 

accurate. There are different kinds of HDR approaches 

reported by researchers: Saxena et al. [2] proposed a neural 

network model for classification of handwritten digits; they 

enhanced their methods using ensemble classification. Das et 

al. [3] selected local features in handwritten digits using 

genetic algorithm and then classified features with SVM.  
 

 
Fig. 1: Different samples of handwritten digits in MNIST 

Cardoso and Wichert proposed a biologically inspired model 

for HDR [4] they also used a linear SVM. A hybrid model is 

proposed by Niu and Suen [16] where integrating the synergy 

of two superior classifiers: Convolutional Neural Network 

(CNN) and Support Vector Machine (SVM) that was the main 

contribution of authors for improving handwritten digit 

recognition. 

2. DESCRIPTION ON OVERALL 

MODEL 
Our model works in three steps: 1) Preprocessing, 2) HOG 

features extraction and 3) Support vector machines 

classification. In the preprocessing, we have some basic image 

processing to separate numbers from real samples or 

preparing data from dataset (which is reshaped from images to 

the vectors) and then in the second part, we extract HOG 

features which is very distinguishable descriptor for digits 

recognition where we divide an input image into 9×9 cells and 

compute then the histogram of gradient orientations thereby 

we represent each digit with a vector of 81 features. And 

finally in the third stage, a linear multiclass support vector 

machine has been employed to classify digits. The overall 

view of proposed approach has been illustrated in Figure 2. In 

general, the main contribution of our model is employing 

HOG features with SVM. HOG is a fast and reliable 

descriptor which can performs distinguishable features. And 

SVM is also a fast and powerful classifier that can be useful to 

classify HOG features. The most important benefit of above 

structure is that our model is fast and useful for real-time 

applications. The details are described in the following 

sections. We first describe HOG descriptor in section 2.1 and 

reintroduce SVM in section 2.2, evaluated dataset and 

validation is described in section 2.3, results and comparison 

discuses in section 3 and finally we described our model 

robustness in section 4. 
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Fig. 2: The overall structure of our model, we first separate digits and then extract HOG features, finally, features are 

classified by multiclass SVM classification

2.1 Histogram of Oriented Gradients 
Histogram of Oriented Gradient (HOG) was first proposed by 

Dalal and Triggs [5] for human body detection but it is now 

one of the successful and popular used descriptors in 

computer vision and pattern recognition. HOG counts 

occurrences of gradient orientation in part of an image hence 

it is an appearance descriptor. HOG divides the input image 

into small square cells (here we used 9×9) and then computes 

the histogram of gradient directions or edge directions based 

on the central differences. For improve accuracy, the local 

histograms have been normalized based on the contrast and 

this is the reason that HOG is stable on illumination variation. 

It is a fast descriptor in compare to the SIFT and LBP due to 

the simple computations, it has been also shown that HOG 

features are successful descriptor for detection. HOG features 

on several numbers have been illustrated in figure 3. 

2-2- Classification  
Without any doubt, SVM is one of the successful and most 

popular supervised learning classifier in machine learning 

which constructs a hyper-plane in high order space which can 

be used as classification plane. SVM commonly used with 

linear, polynomial, RBF and sigmoid kernels. We have used a 

multiclass SVM classification (libsvm) [6] in our model with 

different kernels of 1) linear, 2) polynomial, 3) RBF, 4) 

sigmoid, and details are described is section 3 (results and 

comparison). As a standard validation, we separated data into 

two parts of Train and Test according to the baseline (see 

Table 1). Moreover, different kernels are employed to 

evaluate our model which is described in section 3. 

2-3- Database and benchmark 
MNIST Handwritten Digits database of New York University 

[7] has been used in our model validation. MNIST is one of 

the most famous and popular used database for handwritten 

digits recognition which contains 70,000 samples included 

two parts of 60,000 and 10,000 samples corresponding to 

training and test data. The total numbers of instances are 

shown in Table 1 ordered by classes and some of the samples 

are shown in figure 1. 

 

 

 

 

Table 1: MNIST Handwritten Digits test and train info 

 

 3- RESULTS AND COMPARISON 
In this part we have proposed the results and comparison of 

proposed model using HOG features and linear SVM. We 

have achieved 97.25% accuracy rate which is comparable 

with the state of the art where K-nearest neighbor [8] has 

91.6% accuracy, K-means clustered modified k-nearest 

classifier (KMA-MKNN) [8] 93.64%, Relevance vector 

machine [9] with 94.9% accuracy, Convolutional network 

[10] reported 95.8% accuracy, Incremental tensor principal 

component analysis (ITPCA) [11] with 96.7% accuracy rate, 

Differential Chain Code Histogram (DCCH) 95.32% [12] 

Support vector machine [13] 96% accuracy, Invariant support 

vectors [14] 97% accuracy and Transformation distance [15] 

reported 97.5% accuracy. We also analyzed polynomial, RBF 

and sigmoid kernels that there was not any improvement than 

linear SVM; their accuracy has been shown in table 2. 

 

 

 

 

Class Number of samples 

Train Data Test Data Total 

‘0’ 5923 980 6903 

‘1’ 6742 1135 7877 

‘2’ 5958 1032 6990 

‘3’ 6131 1010 7141 

‘4’ 5842 982 6824 

‘5’ 5421 892 6313 

‘6’ 5918 958 6876 

‘7’ 6265 1028 7293 

‘8’ 5851 974 6825 

‘9’ 5949 1009 6958 

All 60,000 10,000 70,000 
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Fig. 3: HOG features for some handwritten numbers (zoom in to see details)

     Table 2: Comparison between different kernels of SVM 

 

SVM 

Kernels 

 

Linear 

 

Polynomial 

 

RBF 

 

Sigmoid 

 

Accuracy 

Rate 

 

97.25 

 

85.91 

 

95.75 

 

94.97 

 

 

Fig. 4: Impact of training number of data on the accuracy 

rate (both of axes are based on percent), 100% of training 

data means 60,000 samples 

4- ROBUSTNESS AND DISCUSSION 
We analyzed affection of different size of training data on our 

approach with different kernels where we assumed 5% to 

100% of training data in each trial. 

We assumed 5% to 100% of training data in each trial. As 

shown in the figure 4, it is clear that our approach with linear 

SVM is stable on decreasing a big part of training data which 

means we don’t need a lot of training data to learn our model 

but other kernels are strongly depend on the size of training 

data. Moreover, Table 3, shows the confusion matrix on 

handwritten digits where it is notable that the most confusions 

happened between classes of ‘2’, ‘3’ and ‘2’, ‘7’ and ‘2’, ‘8’ 

which are make sense because upper section of the number of 

‘2’ is similar to ‘3’ and ‘8’ and also the middle section of ‘2’ 

is similar to ‘7’ and ‘8’. Further, as we expected, our proposed 

approach is strongly stable on illumination variation where we 

darken digit images by 5%, 10%, 20%, 30% and 40% of the 

intensity and analyzed our method with new data, the results 

was surprisingly 97.25%, 97.25%, 97.24%, 97.23% and 

97.22%,  respectively. Figure 5 demonstrates some 

illuminated samples. In general, proposed approach used 

HOG which is a very efficient appearance-based descriptor 

with linear multiclass SVM classification for handwritten 

digits recognition. Results show, our model is not only 

efficient and comparable with the state of the art but also it is 

strongly stable on illumination variation even up to 40%. 
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Table3: Handwritten digits recognition confusion matrix on MNIST database 

CM ‘0’ ‘1’ ‘2’ ‘3’ ‘4’ ‘5’ ‘6’ ‘7’ ‘8’ ‘9’ 

‘0’ 99.59 0 0.10 0.10 0 0 0.10 0.10 0.10 0 

‘1’ 0 99.29 0.17 0.08 0.08 0 0.08 0.17 0.17 0 

‘2’ 0.48 0.09 97.76 0.58 0 0 0.09 0.77 0.29 0 

‘3’ 0.29 0.09 1.28 96.53 0 0.69 0 0.49 0.59 0.09 

‘4’ 0 0 0 0 97.65 0 0.40 0.30 0.30 1.42 

‘5’ 0.11 0 0 1.45 0 97.75 0.22 0 0.44 0.11 

‘6’ 0.52 0.10 0.20 0 0.31 1.04 97.49 0 0.41 0 

‘7’ 0 0.19 1.55 0.09 0.38 0 0 96.49 0.58 0.77 

‘8’ 0.51 0.10 1.23 0.61 0.61 0.30 0.51 0.82 94.45 0.92 

‘9’ 0.19 0.39 0.19 0.29 0.99 0.09 0 1.38 0.39 96.13 

 

 

Fig. 5: Different illuminated samples are used for 

analyzing proposed approach 
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