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ABSTRACT 

In this paper, we perform extensive evaluation of an 

implementation of cellular phone service providers switching 

based on big data technology. 

Evaluation is based upon size, speed and usability measures. 

The system is faster, with less size, and more usability than 

other implementations. 
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1. INTRODUCTION 
Big data is opening up new chance for enterprises to extract 

insight from large volumes of data in real time and across 

multiple relational and nonrelational data types [1]. 

It is becoming one of the most important technology direction 

that has the potential for dramatically changing the way 

organizations use information to enhance the customer 

experience and  transform their business models [2]. Big Data 

analysis is best left to software programs. Not so. When data 

analysts go straight to the complex calculations, before they 

perform a simple estimation, they will find themselves 

accepting wildly measly calculations [3].  

Big Data is a relatively new term that came from the need 

of big companies like Google, Yahoo,  Facebook to 

analyze big amounts of unstructured data, but this need could 

be identified in a number of other big enterprises as well in 

the development and research field [4]. 

This paper is organized as follows: 

Section 2: reviews the related work. Sectoin 3: Evaluation 

metrics. 

2. RELATED WORK 

2.1 Big Data  
Big data is defined as large amount of data which requires 

new technologies and architectures so that it becomes possible 

to extract value from it by capturing and analysis process. Due 

to such large size of data it becomes very difficult to perform 

effective analysis using the existing traditional techniques [5]. 

big data is a term for massive data sets having large, more 

varied and complex structure with the difficulties of storing, 

analyzing and visualizing for further processes or results. The 

process of research into massive amounts of data to reveal 

hidden patterns and secret correlations named as big data 

analytics[6]. 

It’s  concern large-volume, complex, growing data sets with 

multiple, autonomous sources. With the fast development of 

networking, data storage, and the data collection 

capacity, Big Data are now rapidly expanding in all science 

and engineering domains, including physical, biological and 

biomedical sciences[7]. 

Big data due to its various properties like volume, velocity, 

variety, value and complexity put forward many challenges. 

Since Big data is a recent upcoming technology in the market 

which can bring huge benefits to the business organizations, it 

becomes necessary that various challenges and issues 

associated in bringing and adapting to this technology are 

brought into light[5]. 

Velocity of the data is used to define the speed with which 

different types of data enter the enterprise and are then 

analyzed[8]. 

Volume refers to the growth and run rates of data. It may be in 

KB, MB, GB, TB, or PB based on the type of the application 

that generates or receives the data. 

Variety refers to the various types of the data that can exist, 

for example, text, audio, video, and photos [9]. 
 

 

Fig 1: 3Vs Model Big Data 

The Data warehouse model is constructed from two relational 

data model schemas covering demographics and inventory-

accounting. The inventory-accounting database has millions 

of rows, providing a reasonable amount of data to demonstrate 

the tuning process. There are multifarious methods that can be 

used to regulation a data warehouse data model [10]. 

It is a database that containing data from several operational 

systems that has been consolidated, integrated, aggregated, 

and structured, so that it can be used to support the analysis 

and decision-making process of a business [11].  
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The big data analytics community has accepted MapReduce 

as a programming model for processing massive data on 

distributed systems such as a Hadoop cluster. MapReduce has 

been evolving to improve its performance [12]. 

MapReduce is a scalable parallel programming model for big 

data processing, and it was inspired by the Map and Reduce 

primitives from functional languages. Its first implementation 

was designed to run on large clusters of homogeneous 

machines. Though, in the last years, the model was ported to 

different types of environments, such as desktop grid and 

volunteer computing. [13]. 

Google engineers designed MapReduce to solve a specific 

practical problem. Therefore, it was designed as a 

programming model combined with the implementation 

of that model — in essence, a reference implementation.[14]  

Hadoop is the Apache Software Foundation top-level Apache 

project, It allows for the distributed processing of large 

datasets across clusters of computers [15]. 

Hive is another component in the Hadoop-based architecture, 

it is a data warehousing infrastructure, and provide analysis 

like data store. It’s built on top of Hadoop providing table 

based abstraction over HDFS, which makes it easy to load 

structured data [16]. 

Hive was created to make it possible for analysts with strong 

SQL skills [17] with a simple SQL-lite implementation called 

HiveQL without sacrificing access via mappers and reducers. 

As a result, Hive is best used for data mining and deeper 

analytics that do not require real-time behaviors [14]. Hive 

uses three mechanisms for data organization: Tables, 

Partitions and Buckets [18]. 

Pig is a high-level language which is a procedural data 

processing language designed for Hadoop[19]. Like actual 

Pigs, who eat almost anything, the Pig programming language 

is designed to handle any kind of data [20]. Pig was designed 

to make Hadoop more approachable and usable by 

nondevelopers [18]. 

2.2 Hadoop Distributed File System 

(HDFS) 
HDFS is Hadoop’s own rack-aware file system, which is a 

UNIX-based data storage layer of Hadoop. It’s derived from 

concepts of Google file system [9]. This file system is meant 

to support enormous amounts of structured as well as 

unstructured data [21]. 

It is consists of:  Name Nodes,  contacted by clients to locate 

information and DataNode that retains  a segment of data in 

the HDFS and acts as a computer platform for running jobs, 

some of which will utilize the local data within the HDFS[22]. 

The HDFS is a distributed file system designed [23] for the 

performance and reliability requirements of huge datasets 

[24], it have characteristics common with other distributed file 

schemes.  The difference is one noticeable aspect is HDFS's 

write-once-read-many model that relaxes concurrency control 

requirements, and simplifies data coherency. HDFS has a 

master/slave architecture. An HDFS cluster consists of a 

single NameNode, a master server that manages the file 

system namespace and regulates access to files by clients [25]. 

 

Fig 2: HDFS Architecture 

 

HDFS provides interfaces for applications to migrate them 

closer to where the data is located [26].  Hadoop doesn’t 

require expensive, highly reliable hardware. It’s designed to 

run on clusters of commodity hardware for which the chance 

of node failure across the cluster is high, at least for large 

clusters. HDFS is designed to carry on working without a 

noticeable interruption to the user in the face of such failure 

[17].  

2.3 k – mean Algorithms 
k-means is mostly used as the clustering algorithm in data 

science. This algorithm asks for a number of clusters to be the 

input parameters from the user side [9]. It gathers points 

around a predefined number of clusters, k. The idea is to help 

uncover clusters that occur in your data so you can investigate 

unusual or previously unknown patterns in your data. 

The selection of the k clusters is somewhat dependent on the 

data set you want to cluster. You can start out with a small 

number, run the algorithm, look at the results, increase the 

number of clusters, rerun the algorithm, look at the results, 

and so on [27]. 

While looping give every point in proximity to closes mean. 

And position the ‘mean’ to the center of its cluster [28]. 

 

Fig 3: k – mean algorithm 

2.4 Map and Reduce 
MapReduce is a computing model that decomposes large data 

manipulation jobs into individual tasks that can be executed in 

parallel across a cluster of servers. The results of the tasks can 

be joined together to compute the final results [29]. 
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MapReduce programming model serves as an example for 

processing large data sets in a enormous parallel fashion, so 

the computation takes a set of input key/value pairs, and 

produces a set of output key/value pairs [30]. MapReduce 

comes from the two fundamental data-transformation 

operations used, map and reduce. The map function divides a 

query into multiple parts and processes data at the node level. 

The reduce function aggregates the results of the map function 

to determine the answer to the query [16]. 

A map operation converts the elements of a collection from 

one form to another. In this case, input key-value pairs are 

converted to zero-to-many output key-value pairs, where the 

input and output keys might be completely different and the 

input and output values might be completely different [29]. 

The map and reduce functions in Hadoop MapReduce consist 

of the following format: 

map: (K1, V1) → list(K2, V2) 

reduce: (K2, list(V2)) → list(K3, V3) [31] 

 

 

 

Fig 4: MapReduce in action 

All the key-pairs for a given key are sent to the same reduce 

operation. Specifically, the key and a collection of the values 

are passed to the reducer. A final key-value pair is emitted by 

the reducer. Again, the input versus output keys and values 

may be different. Note that if the job requires no reduction 

step, then it can be skipped [31]. 

3. IMPLEMENTATION OF BIG DATA 

SWITCH 
The major three cell phone networks in Iraq: AsiaCell, Korek, 

and Zain. Recently a framework is proposed to build a switch 

for Iraqi cellular phone service providers is shown in the next 

figure [32]. 

 

Fig 5: proposed framework 
 

The Bridge utilizes the Namenode facility in HDFS, and is 

easily implemented as a map. 

$bridge = array( 

"0770" => "asiacell",  

"0750" => "korek" 

); 

Notice that each network has its own cluster. 

3.1 Test Scenario  
The following scenario is executed for user with id 

07701234567.   

 

Fig 6: Case study 

3.2 Characteristics of the architecture  
The solution architecture have the following characteristics: 

 Accessibility of data and content anywhere and anytime 

via mobile devices. 

 Scalability to accommodate large number of users. 

 Extensibility of functionality in the system environment 

 Clustering/acceleration—offers a framework to cluster 

application components for load balancing setup. 

 Caching—offers a framework to cluster application 

components to share runtime data, as well as data caching 

mechanism for increased performance. 

 Event logging—it has a centralized logging framework to 

enables tracking user operations done via the exposed user 

interfaces. 

 Security —as it supports a secure (SSL) login. 
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4. EVALUATION METRICS 

4.1 Size 
The usual phpmyadmin implementation has extra space for 

managing the Database. 

This implementation has no extra space. 

The size of all the data base is the size of the data itself. 

Table 1. Comparison of size 

 
Size of 

phpmyadmin 

implementation 

Size of proposed 

implementation 

100 users 170 KB 200 KB 

1.000.000 

users 
2.6 GB 1.9 GB 

 

Fig 7: Comparison of size 

4.2 Speed 
Given the id, the proposed technique can behave in a random 

access way. This is compared to the traditional 

implementation of phpmyadmin which has an index. 

Table 2. Time of finishing a request 

Time phpmyadmin 
Time proposed 

system 

1000.000 users 1.006 seconds 0.0047 seconds 

 
 

Fig 8: Time of finishing a request 

4.3 Usability metrics 
 

Table 3. Usability metrics 

Usability metrics 
Phpmyadmin 

Proposed 

system 

Availability and 

Accessibility Yes Yes 

Clarity Yes Yes 

Learnability No Yes 

Credibility No  Yes 

Relevancy Yes Yes 

 

5. CONCLUSION and FUTURE WORK 
This paper reviews Big data technology, then proposes a 

framework to build a switch for Iraqi cellular phone service 

providers.  The major three cell phone networks in Iraq: 

AsiaCell, Korek, and Zain. Investigations show that it is very 

promising and could be seen as a good optimization. 

One problem to consider is the evaluation criterion. Open 

Shortest Path First (OSPF), a traditional link-state routing 

protocol for Internet Protocol (IP), can be specified [33], with 

back-compatibility for current infrastructures [34]. This 

encourage us to propose the OSPF overhead as one of 

evaluation measures for comparing algorithms proposed for 

networks of increasing size. show the OSPF overhead 

generated by the OPNET [35]. 
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